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Subsequences of automatic sequences and
uniform distribution

Michael Drmota

Abstract. Automatic sequences and their number theoretic properties have been intensively
studied during the last 20 or 30 years. Since automatic sequences are quite regular (they just
have linear subword complexity) they cannot be used as quasi-random sequences. However,
the situation changes drastically when one uses proper subsequences, for example the sub-
sequence along primes or squares. It is conjectured that the resulting sequences are normal
sequences which could be already proved for the Thue-Morse sequence along the subsequence
of squares.

This kind of research is very challenging and was mainly motivated by the Gelfond problems
for the sum-of-digits function. In particular during the last few years there was a spectacular
progress due to the Fourier analytic method by Mauduit and Rivat. In this article we survey
these recent developments, comment on the proof methods and formulate quite general con-
jectures. We also present a new result on the subsequence along primes of so-called invertible
automatic sequences.
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1 Introduction

An automatic sequences u = (u(n)),>¢ is the output sequence of a finite automaton,
where the input is the g-ary digital expansion of n. For example the Thue-Morse
sequence is automatic (with respect to base ¢ = 2). These kind of sequences have
gotten a lot of attention during the last 20 or 30 years, we just mention here the book
Automatic Sequences [1] by Allouche and Shallit that provides a systematic treatment
of this subject. Moreover there are very interesting recent transcendency results related
to automatic sequences. For example, a result of Bugeaud [2] says that a real number
a with continued fraction expansion « = [ag, a1, az, . . .|, where the sequence (ay,)n>0
is automatic, is either a quadratic irrational number (when a,, is ultimatively periodic)
or transcendental.

A very well studied class of automatic sequences is directly related to the g-ary
digital expansion of n = Y% ;e;(n)¢’ (with digits €;(n) € {0,1,...,¢ — 1} and
v =v(n) = [log,n]). A function f : N — Z is called strongly g-additive if f(0) =0
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and
v

Fn) =Y f(e(n)).
§=0
The most prominent example of strongly g-additive functions is the g-ary sum-of-digits
function

14
sq(n) =D _ej(n).
§=0
It is easy to see that for every strongly g-additive function f the sequence
u(n) := f(n) mod m

is an automatic sequence (with respect to base ¢) for any integer m > 1. The Thue-
Morse sequence
T(n) = s2(n) mod 2

is a very special case. For several distributional properties of g-additive (and even
more generally defined functions) we refer to the book chapter “Analysis of digital
functions and applications. Combinatorics, automata and number theory” by Drmota
and Grabner [7]. Im particular the sequence o f (n) mod 1 is analyzed there with the
help of several different methods ranging from ergodic methods over probabilistic to
analytic methods.
Actually the first result on distributional properties of the sequence u(n) = s4(n) mod

m goes back to Gelfond [13] who proved that for every £ € {0,1,...,m — 1}

N
#{n<N:sq(an+b)Eﬂmodm}:E—FO(Nl*”)

for some > 0 (provided that (¢ — 1,m) = 1), that is, linear subsequences of the
g-automatic sequence u(n) = s4(n) mod m are asymptotically uniformly distributed
on the values £ = {0,1,...,m — 1}.

What is even more interesting, in the same paper [13] Gelfond formulated three
problems, which are usually called Gelfond Problems:

(i) If q1, g > 2 are coprime integers and (¢; — 1,m;) = (g2 — 1,my) = 1 then

N

#H{n < N :s4(n) =4 mod my, sg,(n) =+~ modmy} = +0 (NI*")
mimap
for some 7 > 0.
(i) If ¢ > 2 with (g — 1,m) = 1 then
N
#Hp< N:peP, s4(p) =¢mod m} = M—l—O(Nl_”)

for some 7 > 0. (w(x) denotes the number of primes < z.)
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(iii) If ¢ > 2 with (¢ — 1,m) = 1 then for every integer polynomial P(x)
N 1_
#{n < N :s(P(n)) =fmodm} =—+0O (N'7")
m

for some 1 > 0.

Whereas the first problem was almost immediately solved by Besineau [3] (without an
explicit error term; the error term was finally proved by Kim [15]) it took more than 40
years till the other two problems were solved or came close to a solution. Actually, the
second problem on the subsequence along the primes was solved by Mauduit and Rivat
[25]. The third problem was completely solved for quadratic polynomials by Mauduit
and Rivat [24] and partially solved for general polynomials by Drmota, Mauduit and
Rivat [8] (it is assumed that the base ¢ is prime and sufficiently large with respect to
the degree of P(x)). Most probably Gelfond’s paper was the first encounter between
(special) automatic sequences and the question of uniform distribution.

Although automatic sequences have the property that the (logarithmic) densities of
output letters exist — so that we have a kind of limiting distribution — they are certainly
no quasi-random sequences (even if the output letters are uniformly distributed). The
subword complexity py(n), that is, the number of different subwords of u of length
n, is either uniformly bounded (if u is ultimatively periodic) or of linear order. For
a (quasi-)random sequence we should certainly have p,(n) = |E|™ (when E denotes
the output alphabet). Thus, we are actually far away from a (quasi-)random sequence.

The idea of taking subsequences of automatic sequences it to re-introduce random-
ness to such sequences without destroying the original density structure. The purpose
of this article is to survey some recent developments into this directions, some of them
are quite spectacular — and many problems are still unsolved. In particular the Fourier
theoretic method that has been developed by Mauduit and Rivat [24, 25] was a break-
through in this field. (We will discuss several aspects of this method in the sequel.)

The structure of this survey paper is the following one. First we recall the definition
(and some properties) of automatic sequences (Section 2). Then we discuss recent
results on subsequences along |n¢] (Section 3), polynomial subsequences (Section 4)
and the subsequence of primes (Section 5). In particular we also present a new result
(Theorem 5.5) on subsequences along primes of invertible automatic sequences.

We also want to mention that there are other kinds of relations between automatic
sequences and uniform distribution. For example Mauduit [17, 18, 19, 20] discussed
in a series of papers the problem, whether the sequence (au,,) is uniformly distributed
modulo 1 (for irrational o) when the sequence u,, is recognized by an finite automaton.
However, we will not discuss such kind of questions in this paper.

2 Automatic Sequences

The notion of g-automata and g-automatic sequences was standardized in the mono-
graph by Allouche and Shallit [1]. We just give here the minimal information for the
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reader who is not acquainted with those notions (we follow here the presentation of

[6]).

Definition 2.1. Let ¢ > 2. A g-automaton M with values in a finite set £ is given by:
« afinite non-empty set R = {ry,...,rq}, the elements of which are called states,

« one element of R, which is singled out and called the initial state; we will use the
notation r; for this element,

eamapd: R x{0,1,...,¢— 1} = R,

eamapT: R — E.

Let us explain, how we associate to the g-automaton M a sequence of elements of
E, say v, via a sequence rq of elements of R.

(i) Welet rp(0) = ryand v (0) = 7(ry)

(i) Forn > 1, we consider the proper representation of n in base ¢ and we let

rpq(n) = 8(--- 8(8(r1, (1)), €0_1(n)), - .., c0(n))

and v (n) = 7(rpq(n)).
It is convenient to consider the oriented graph where the vertices are R and the ori-
ented arrows are given by the map 4. In order to calculate v.r¢(n), we start at r; and
sequentially read the digits of n from the left to right, i.e. starting with ¢, (n), going
from one state to another on following the arrows numbered €,,,£,_1, ...£o. We thus
arrive at a certain state r r(n) and the value of v r((n) is simply 7(ra¢(n)).

Definition 2.2. We say that a sequence u = (u(n)),>o with values in E is g-automatic,
if there exists a g-automaton M with values in E' such that we have u(n) = v(n)
foralln > 0.

As already mentioned the most prominent automatic sequence (with ¢ = 2) is the
Thue-Morse sequence. Let us consider the 2-automaton 7~ defined by:

e E={0,1}, R = {r1,m},
e §(r1,0) =6(rp, 1) =11, 0(r2,0) = 6(rq, 1) =72,
e 7(r1)=0,7(r2) = 1.
Its graph (as described in the previous remark) is given in Figure 1. It is readily seen

that the state denoted by raq(n) is r1 if we have read an even number of 1’s in the
expansion of n in base 2, and is 7, otherwise. Thus, due to the definition of 7 we have

vm(n) = s2(n) mod 2,

which proves that 7'(n) is a 2-automatic sequence.
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Figure 1. Automaton for the Thue-Morse sequence.

Another famous 2-automatic sequence is the Rudin-Shapiro sequence that can be
defined by

v—1
R(n) = Zej(n)st (n) mod 2.
=0

The corresponding automaton is depicted in Figure 2.

Figure 2. Automaton for the Rudin-Shapiro sequence.

Related to the graph representations of finite automata it is natural to consider the
corresponding d x d transition matrices M (k) = (m; ;(k)), k € {0,1,...,q — 1},

such that
1 ifd(r;, k) =r;,
0 otherwise.

For example, for the Thue-Morse sequence, we have

M(O)z((l) ?) and M(l)z(? (1)>

The dynamics of the automaton M, i.e. the sequence can be obtained in the following
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way: For n > 1 with the digital representation n = Y__ £;(n)q’ in base g we have
M(eo(n))M(el(n)) te M(ay(n))el = erM(n),

where e, 1 < j < d, denotes the canonical basis (e;); = d;;. In the sequel, it will
turn out to be convenient to introduce the notation

S(n) = M(eo(n))M(ei(n))---M(ey(n)) forn>1and S(0) =1=(0;;). (2.1)

In order to check whether v (n) is equal to a given value a € F, we simply have to
compute the product
ZZE)T‘M (n) = sz(n)el,

where the vector z, is defined by

() = { 1 if 7(r;) = a,

0 otherwise.

It is equal to 1 if vaq(n) = a and O otherwise. The advantage of this matrix repre-
sentation is that, as shown by Peter [28], it permits to give a criterion for the existence
of the asymptotic density with which the element a € FE is recognized by v. We
consider the matrix M = (M (0)+- - -+ M (g—1))/q which is a stochastic matrix and,
thus, there exists a positive integer m such that the sequence (M*™) k>0 converges. In
particular, Peter showed that the density

1
dens(vpg, a) = ]\}im N#{l <n<N:vpy(n)=a}
—00

exists if and only if for all 1 < j < d the limit

lim zl M™Fe,
k—o0
exists. A special case of importance is the positive regular case, where M admits
a power all the entries of which are positive: in this case (M*);>( tends towards a
matrix, where all the columns are equal and Peter’s criterion is trivially satisfied.
In general the density dens(v q, @) needs not exist. Nevertheless the so-called log-
arithmic density

. 1 1
log-dens(v g, a) = I\E)noo Tog N Z -
1<n<N, v (n)=a
exists for all automatic sequences (see [1]).

For more properties of automatic sequences we refer to [1]. We only mention here
that linear subsequences of g-automatic sequences u = (u(n)),>o, that is, sequences
of the form (u(an + b)),>0, are g-automatic, too. Thus, it is not necessary to consider
linear subsequences of automatic sequences.
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3 Subsequences along the sequence | n°|

We start the discussion with subsequences of the form v (|n¢|). There is a quite
general theorem for ¢ < 7/5 by Deshoulliers, Drmota, and Morgenbesser [6] (see also
[22, 23]).

Theorem 3.1 ([6]). Let ¢ > 2 and u = (u(n))p>0 be a q-automatic sequence with
values in a finite set E and 1 < ¢ < 7/5. Then we have for every a € E:
(i) The quantity log-dens(u(|n°|), a) exists and is equal to log-dens(u, a).

(ii) The quantity dens(u(|n],a) exists if and only if dens(u, a) exists, and in this
case, they are equal.

This means that the overall behavior does not change if we consider subsequences
of this form. The condition ¢ < 7/5 looks artificial and is certainly an Artifact of the
proof method. Therefore the following conjecture is quite natural.

Conjecture 3.2. The statement of Theorem 3.1 holds for all non-integers ¢ > 1.

Actually there are some partial results into this direction. For example it was shown
by Morgenbesser [27] that for every non-integer ¢ > 0 there exists go(c) > 2 such that
for all ¢ > qo(c)

3 elasy([n])) < (log N) N'—oealla=Dal? (3.1)
1<n<N
for some 0., > 0; as usual e(z) = e*™@ and ||z|| = min{|z — k| : k € Z}. Asa

corollary he obtains the following theorem.

Theorem 3.3 ([27]). For every non-integer ¢ > 0 there exists qo(c) > 2 such that for
all ¢ > qo(c)

#{1 <n < N :sy(|n°)) zémodm}=%+o<z\/1*%/m2) (3.2)

for some ng > 0 and all integers £, m.

On the other hand if we fix the base ¢ and search for those ¢ > 1 for which Theo-
rem 3.1 holds there is no general improvement. Only recently Spiegelhofer [29] could
improve the upper bound 7/5 = 1.4 to 1.42 in the case of the Thue-Morse sequence.
We add that it was pointed out by Mauduit (see [21, Section I1.4]), that (3.2) holds for
almost all ¢ € [1,2) (and this follows from a result of Harman and Rivat [14]).

The next problem concerns the distribution of consecutive blocks of the sequence
u(|n¢]). The only known result into this direction is the following one due to Deshoul-
liers, Drmota, and Morgenbesser [6].
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Theorem 3.4 ([6]). Let ¢ € (1,10/9) and let T'(n) denote the Thue-Morse sequence.
Then for every pair (a,b) € {0,1}? we have

lim C#{(1 << N2 (T([n)), (L0 + 1)) = (a,0)} = 5.

N—o00

This means that all blocks of length 2 appear with the right frequency. It is natural
to ask whether this property could be improved.

Conjecture 3.5. For every non-integer ¢ > 1 the sequence T'(|n°]) is normal, that is,
every block of length L appears with asymptotic frequency 2.

Unfortunately there is no single ¢ > 1 for which this conjecture could be proved so
far. We just mention that by extending the methods of [6] it is possible to prove that
for every L > 1 there exists ¢y, > 0 such that every block of length L appears with
asymptotic frequency 2~ in the sequence T(|n°]), provided that 1 < ¢ < c¢r. The
problem is that c;, — 1 as L — oc.

In order to obtain results like Theorems 3.1-3.4 several proof methods have been
established. For example the proof of Theorem 3.1 is an extension of the methods of
Mauduit and Rivat [23], who have shown that for all g-multiplicative functions f, that
is, f(ag +b) = f(a)f(b) fora > 1and 0 < b < ¢, we have

S A - 3wl ()| < N1 (3

1<n<N 1<m<Ne

forc € (1,7/5)and all 6 € (0, (7—5¢)/9). The proof relies on Vaaler’s approximation
method and on a proper application of the double large sieve of Bombieri and Iwaniec.

Of course, a function of the form f(n) = e(asy(n)) is g-multiplicative and so (3.3)
can be applied and proves the result in this case (after partial summation). In order
to handle general automatic sequences one has to generalize (3.3) to matrix valued
sequences of the form S(n) which behave like g-multiplicative functions.

It is, however, very unlikely that an inequality of the form (3.3) should hold for
arbitrarily large c. Therefore it is probably impossible to settle Conjecture 3.2 by
this method. As already mentioned Mauduit and Rivat [24, 25] introduced a Fourier
analytic method (in order to settle some parts of the Gelfond problems). We indicate
next how this Fourier analytic method can be used to prove (3.1) and consequently
Theorem 3.3.

For every integer A > 0 let s, \ be defined by

Sq,A(n_qu)\) :SZ(n)v 0§n<q)\7 k> 0.

So 54, is periodic with period ¢ and we are led to introduce the discrete Fourier
transform

1 _
Fx(h,a) == > e(asga(u) — hug )
q 0<u<g



Subsequences of automatic sequences. 9

of the function n — e(as, \(n)). With the help of these terms we can rewrite the
exponential sum (3.1) to

Do elasy(n)) = > Falha) Y elh[n)g ),

0<n<N 0<h<q* 0<n<N

where ) is defined by ¢*~! < N¢ < ¢*. Now the problem can be split into two
(almost) independent parts.
First, there are exponential sums of the form

> elBlnc))

0<n<N

that can be handled by standard tools (see [27]) and usually lead to upper bounds of
the form < N'!'~7 for some 7 > 0 (that depends on /3 and c).
Second there is a remarkable L estimate for the Fourier terms F)y (h, «) of the form
(see [24, 8])
> |Fa(h,a)] < g7, (3.4)
0<h<g?

where 7, satisfies

log (qsii — + %log 2#)

2
logq
In particular n, — 0 as ¢ — oo. Thus, if g is sufficiently large then by combining the
estimates for the exponential sums and (3.4) leads to (3.1). (Of course we have over
simplified the proof but the main ideas should be clear).

We remark that this method only works if ¢ is sufficiently large (so that the Fourier
part is small) or if ¢ is close to 1 (so that that the exponential sums are small). For the
proof of Theorem 3.3 we applied the first variant whereas the second variant can be
used to prove Theorem 3.4.

As above the exponential sum

Y elaosa([nf]) +arsa([(n +1)°)))

0<n<N

Ny < (3.5)

is replaced by the sum

S Buho.ao)Fa(har) 3 e ((holnt] +hal(n+1))27)

0<hg,hi <2 0<n<N

By assuming that ¢ < 10/9 it is possible to obtain proper estimates for the exponential
sums so that it is sufficient to estimate the Fourier part by (3.4) with 0.4428 < 1, <
0.4429, see [6].
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4 Polynomial subsequences

In Section 3 we have excluded the integer case for c. Actually, there are several dif-
ferences between the integer and the non-integer case. On the one hand functions like
P(n) = n? are easier to handle than functions of the form [n3/2]. For example, the
difference P(n+r)—P(n) = (n+r)?—n? = 2nr+r? is a linear polynomial whereas
the exact behaviour of the difference |(n + r)3/?| — [n3/?] is quite erratic. On the
other hand the irregularity of |n¢| for non-integers ¢ might be also an advantage. For
example the distribution of |n°| mod m is always asymptotically uniform modulo m
which is not true for integer exponents (as the example n> mod 4 shows).

It is therefore not that unexpected that we have to apply a different method for u(n?)
(and other polynomial subsequences).

We start with a quite general result on so-called invertible automatic sequences.

Definition 4.1. Let u = (u(n)),>0 be a g-automatic sequence. Then we call u an
invertible g-automatic sequence if there exists an automaton such that all transition
matrices are invertible and such that the transition matrix of zero is given by the iden-
tity matrix.

For example, the Thue-Morse sequence is an invertible 2-automatic sequence but
the Rudin-Shapiro sequence is not invertible.

It is easy to show that the densities dens(u, a) exist for invertible automatic se-
quences. However, it is a non-trivial result that the same property holds for the subse-
quence along squares (this is a result by Drmota and Morgenbesser [10]).

Theorem 4.2 ([10]). Let ¢ > 2 and u = (u(n))p>0 an invertible g-automatic se-
quence. Then the densities dens(u(n?), a) exist for each letter a € E.

In general it is not true that the densities dens(u(n),a) and dens(u(n?),a) co-
incide. Nevertheless it is always possible to calculate them explicitly. (They de-
pend on the structure of representation of the group that is generated by the matrices
M(0),M(1),...,M(q— 1), for details see [10]). However, if ¢ = 2 then they always
coincide. In particular this applies to the Thue-Morse sequence 7'(n) and so we get

dens(T'(n?),0) = dens(T'(n?),1) = =.

Actually this is part of the Gelfond problems (since T'(n?) = s,(n?) mod 2) and has
been first proved by Mauduit and Rivat [25]. (By the way it was already shown by
Dartyge and Tenenbaum [5] that the lower densities of the letter O and 1 of the sequence
T (n?) are strictly positive but their method could not be extended to settle the Gelfond
conjecture). More precisely Mauduit and Rivat have shown that

Z e (asq(n?)) < (log N)“ N'=aalllg=Dal? “4.1)
1<n<N
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for some positive constants ¢y, 0. In particular this implies that
2\ — N 1—04/m?
#{1§n<N:sq(n):fmodm}:—Q(f,d)—kO(N e ),
m

where d = (¢ — 1,m) and Q(¢,d) = #{0 < m < d: m? = { mod d}.
The next question is of course, the distribution of consecutive blocks. Recently,
Drmota, Mauduit and Rivat [9] could handle the case of the Thue-Morse sequence.

Theorem 4.3 ([9]). Let (T'(n))n>0 denote the Thue-Morse sequence. Then the se-
quence (T'(n?)),>0 is normal on the alphabet {0,1}.

It is easy to extend Theorems 4.2 and 4.3 to arbitrary integer polynomials of degree
2. However, for polynomials of higher degree there is only a partial result (similarly
to Theorem 3.3).

Theorem 4.4 ([8]). For every d > 2 there exists qo(d) > 2 such that for all prime
q > qo(c) and all integer polynomials P(x) of degree d (where the leading coefficient
if coprime to q)

#{1 <n<N:sy(P(n))=¢modm} = % +O (N (4.2)

for some n > 0 and all integers m with (m,q — 1) = 1.

This leads us to the following conjecture that is an extension of the corresponding
Gelfond problem.

Conjecture 4.5. Suppose that (¢— 1, m) = 1. Then for every integer polynomial P(x)
of degree > 2 the sequence s,(P(n)) mod m is normal on the alphabet {0, 1,...,q —

1},

For the sake of shortness we only indicate how exponential sums of the form

So = Z e (asq(n?))

0<n<N

can be handled. With the help of two applications of Van-der-Corput type inequalities
the original problem is reduced to finding an upper bound of the exponential sum

Si= 3" e (o (sq(n®) — sql(n+1)%) = sq(n+12)) + sg((n + 7 +12°)2)))
0<n<N

where g < N,1<r < ¢*/N,1<t< N/q" (and X satisfies ¢* > N).
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Let sg,,0(n) = $¢,7(n) — Sq,u(n) the partial sum of digits 3 ., £;(n). The first
(elementary) observation is that the double differences of s, and s, » coindice with

at most O(N+/N/q*) = o(NN) exceptions:
sq(n%) = sq(n+7)%) = sq((n+12")%) + 5¢((n + r +£2")?)
= 500 (n?) = Squa((n + 7)) = sgun((n +12)2) + 54,0 ((n + 7+ 121)2).

Thus, it is sufficient to consider the exponential sum

S, = Z e(a(sq,%k(nz) — Sgu((n+ r)z)

0<n<N

— Sgun((n + tZ“)z) + sgur((n+7+ tZ“)z))).

The second step is to use a proper Fourier analysis in order to relate .S, with

S3 = Z Fyx_u(h1,a)Fx_,(ha, o) Fx_(h3, o) Fx_p (ha, )
|R1l,lhals| sl |Ra| <H

X Z e((hmz—|—hz(n+r)2+h3(n+tq”)2+h4(n+r—|—tq“)2)q_>‘),
0<n<N

where H = ¢*#*7 (for some p > 0). As in Section 3 the problem is now to deal with
the exponential sum part and a Fourier part in a proper way. The exponential sums
are either quadratic or linear and, thus, easy to handle (one just has to take more or
less care of the trivial sums — but this part is more subtle that it looks at a first glance).
Finally we have to apply proper estimates for the Fourier terms. We do not go into
details but the main ingredient is that there is a bound of the form

|Fa_u(hy )| < 2~ callla=DealPOp)

for a proper constant ¢, > 0. This leads to a proof of (4.1).
The proof of Theorem 4.3 is much more involved than that of (4.1) but uses related
ideas. One essential difference is that one has to use more general Fourier terms of the

form o
| _
Ga(h,d) = o5 d e (Z agsy A (u+ €d) — hﬂ) .

0<u<2? =0

Finally, a proof of Theorem 4.4 can be worked out in a way similar to the proof of
Theorem 3.3.

5 Subsequences along the primes

The second Gelfond problem was recently solved by Mauduit and Rivat [24] (see also
[16]). However, the approach of [16, 24] is limited to those kind of sequences, where a
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non-trivial L; bound for the Fourier terms of type (3.4) is satisfied for some 1, < 1/2.
In particular this kind of bounds is not valid for the Rudin-Shapiro sequence (where
the best exponent equals the trivial exponent 1/2), so this approach is certainly not
applicable for general automatic sequences. Nevertheless there is a very interesting
(recent) variant by Mauduit and Rivat [26] that we describe next.

Letu = (u(n)),>o be an automatic sequence on the alphabet £ = {0,1...,m—1}.
In order to study the densities dens((u(p))pep,a) of the subsequence of primes it is
sufficient to study the exponential sums

Y. elaulp)), (5.1)
p<N, peP

where a € {0,1/m,2/m,...,(m — 1)/m}. This means that we are led to consider
sums of the form - f(p), where | f(n)[ = 1. Actually, in the context of sums over
primes it is convenient to study first the sum

Z A(n)e(au(n)), (5.2)
1<n<N

where A(n) denotes the Von Mangoldt function (that is defined by A(n) = logp if
n = p” for some prime p and some integer £ > 1, and A(n) = 0 otherwise). By
partial summation it follows (for example) that

Y claulp)| <

p<N, peP

ZA e(au(n))| + O(VN).

log N M<N

Thus, upper bounds for (5.2) imply upper bounds for (5.1), too.

Mauduit and Rivat [26] formulated two conditions on a sequence f(n) (with | f(n)| =
1) that should be satisfied in order to estimate (5.2) in a non-trivial way.

Let ¢ > 2 and (f(n))n>0 be a sequence with |f(n)| = 1 for all n > 0. Furthermore
for a non-negative integer \ let fy denote the ¢*-periodic function defined by

hn+kg*) = f(n), 0<n<g* k>0,

(i) We say that f has the carry property if, uniformly for A, x, p > 0 with p < A, the
number of integers 0 < £ < ¢* such that there exists k1, ky € {0,1,...,¢" — 1}
with

" + i+ ko) f (g™ + k1) # furp(bq™ + ki + k2) furp(Lg" + k)

is at most O(q’\’p ), where the implied constant may depend on ¢ and f.

(ii) Second, we say that f has the Fourier property if there exists a non-decreasing
real function « with limy_,+, v(A) = +00 and a constant ¢ > 0 such that for all
non-negative integers A, k > 0 with k < ¢\ and real ¢

Z flug®)e(—ut)| < ¢V

0<u<q
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It turns out that the Fourier property is (usually) more difficult to establish. Neverthe-
less there are several interesting examples for which it holds. If (¢ — 1)a € R\ Z then
it follows from [25, Lemme 9] that the sequence

f(n) = e(asq(n))
satisfies the Fourier property (for any ¢ > 0) with

w2 72

2
= 1— — Dal*A — .
7N 121ogq < g+ 1> (g = Dal*A 48logq

Since the carry propery holds, too, these two properties are satisfied in the context of
the sum-of-digits function.
The main result of [26] is the following one.

Theorem 5.1 ([26]). Suppose that f has the carry and the Fourier property (for some
¢ > 10) Then we have for real ¥

Z A(n) f(n)e(dn)| < c;(q)(log N)2@ N g=7C2Llog N)/(801ogq)])/20

n<N

Jor some (explicit) positive constants ¢1(q), c2(q).

Theorem 5.1 applies directly to the sequence f(n) = e(asq(n)) and solves the
second Gelfond problem.

Corollary 5.2. Let ¢ > 2 and (¢ — 1,m) = 1. Then we have

#Hp<N:peP, sq(p)zémodm}:$+O(N1_")

Sfor some 1 > 0.

It should be mentioned that there are earlier but not that strong results on the sub-
sequence of P»-numbers (that are either prime or the product of two primes) [11, 12]
and on numbers with precisely k prime factors (with k > 2) [4].

As already mentioned the original method by Mauduit and Rivat [24] does not apply
to the Rudin-Shapiro sequence R(n). However, it can be shown (see [26]) that R(n)
satisfies the carry and the Fourier property. Thus, we also obtain the following result.

Corollary 5.3. Let R(n) denote the Rudin-Shapiro sequence. Then we have

dens((R(p))pes, 0) = dens((R(p))pee, 1) = 5.
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We get the same relation for Rudin-Shapiro sequences R;(n) of higher degree, too,
that are defined by

Z gj(n)ejri(n)---€ja(n).

It is quite natural to conjecture that similar relations hold for general automatic
sequences (at least for the logarithmic density).

Conjecture 5.4. For every automatic sequence u = (u(n)),>o the logarithmic densi-
ties log-dens(u(p)pep, ) exist for all letters a € E.

At the moment we can just say that Conjecture 5.4 is true for invertible automatic
sequences. (Actually this is a new result.)

Theorem 5.5. Let ¢ > 2 and u = (u(n))n>0 an invertible g-automatic sequence.
Then the densities dens((u(p))pep, a) exist for each letter a € E.

We will sketch the proof of Theorem 5.5 at the end of this section for which we will
need some ideas of the proof of Theorem 5.1. So we discuss this proof first.

The basic idea of the proof of Theorem 5.1 is to use Vaughan’s method adapted to
the situation (see [24]).

Lemma 5.6. Letrg > 2N > ¢% 0 < () < 1/3,1/2 < 8, < 1, and f(n) a sequence
with | f(n)| = 1. Suppose that for all M < N

Z ,max Z flmn)| <U (5.3)

N <N
M/q<m<M am <tSm t<n< N

and for NPt < M < N and for all sequences a,,, b, with |am,| < 1 and |b,| < 1

> > ambuf(mn)| <U, (5.4)

M N N
then we have

> A(n)f(n)| < U (logN)?.

N/q<n<N
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The second (and quite involved) step is to estimate the exponential sums that appear
in (5.3) and (5.4) by an approach that is similar to the one for squares. Two applications
of the Van-der-Corput inequality (together with the carry property) reduce the problem
to functions that depend only on few digits (similarly to the case of squares). Finally
by applying a proper Fourier theoretic approach the remaining sums are separated into
a Fourier part and a exponential sum part. And these parts can be handled with the
help of the Fourier property and by standard exponential sum estimates. (This part is
indeed very involved and technical.)

Finally we sketch the proof of Theorem 5.5. By definition the transition matrices
M(j), 0 < j < g, are invertible and, thus, permutation matrices. Consequently
the group G that is generated by M (j), 0 < j < g, is a (finite) subgroup of the
symmetric group S;. The idea of the proof is to show that the sequence (S(p))pep
(recall that S(n) is defined by (2.1)) has a limiting distribution in G, that is, every
element g € G has an asymptotic density along the sequence (S(p))pep- Since vaq(p)
can be described with the help of the functionals z,.S(p)e; we obtain then Theorem 5.5
as a corollary.

In order to show that (S(p))pep has a limiting distribution  on G it is sufficient to
show that the limiting relations

lim —— > D(S(p)):/GDdV (5.5)

N—oo TI'(N) p<N pcP

hold for all unitary irreducible representations D on G (see [10]).

In the present situation there are two kinds of irreducible representations that we
have to consider. First there exists a largest positive integer m = m(G) (a divisor of
q — 1) with the property that there is a one-dimensional representation D of G with

D(M(j)) =e(—j/m) for0<j<gq.

The representations D, = D¥, 0 < k < m, form a cyclic group of representations.
These representations will be handled separately from the others.
In particular for D = Dy, we have (since s4(n) = n mod g — 1)

D(S(n)) = e(=k sq(n)/m) = e(=kn/m)

and consequently

> DEE)= Y elkpfm)~ T e(—ku/m).

m
p< N, peP p<N, peP (’0( )0§u<m, u,m)=1

Finally, let D be a unitary irreducible representation of G that is different from Dy,
0 < j < m. Then by [10, Lemma 4] the (matrix valued) Fourier terms

Fat) = — S D(S(n)e

9 0<u<g?
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satisfy

sup |[Fx(t)]| < ¢~
teR

for some ¢ > 0, where || - || denotes any matrix norm. Since S(¢"n) = S(n) it
follows that the matrix valued function D(S(n)) satisfies a Fourier property. The cor-
responding carry property is also satisfied (see [10]). Hence we can mimic the proof
of Theorem 5.1 (from [26]), where f(n) is replaced by D(S(n)). The only difference
is that the matrix multiplication is not commutative. However, in all relevant estimates
(in particular in Van-der-Corput type inequalities for matrices, see [10, Lemma 6]) the
right hand side (of the inequalities) depends on the trace of a sum of producs of ma-
trices. Since the trace tr satisfies tr(A - B) = tr(B - A) it is possible to overcome this
potential difficulty. (Actually these ideas were already used in [10]).

Summing up this means that for all unitary irreducible representations D that are
different from Dy, 0 < k < m, we obtain

Y A(n)D(S(n)) = O(N'"")

0<n<N

for some 1 > 0.

We recall that the group G is generated by the transition matrices M (5),0 < j < q.
Next let U be the subgroup of G that is generated by S(mn), n > 0, where m =
m(G). Tt was shown in [10] that U is a subgroup of G of index m and that M (j)U,
0 < j < m, are the cosets of U. Furthermore set

C = U M(j)U

0<j<m, (j,m)=1
and let v denote the normalized counting measure on C), that is,

_ #(CNU)

v(S) e

It is an easy exercise to show that (5.5) is satisfied for this measure v. As mentioned
above this completes the proof of Theorem 5.5.
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