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1 Introduction

We start with a quick introduction of the redundancy problem. A code $C_n : \mathcal{A}^n \rightarrow \{0,1\}^*$ is defined as a mapping from the set $\mathcal{A}^n$ of all sequences $x^n_1 = (x_1, \ldots, x_n)$ of length $n$ over the finite alphabet $\mathcal{A}$ to the set $\{0,1\}^*$ of all binary sequences. Given a probabilistic source model, we let $P(x^n_1)$ be the probability of the message $x^n_1$; given a code $C_n$, we let $L(C_n, x^n_1)$ be the code length for $x^n_1$.

From Shannon’s works we know that the entropy $H_n(P) = -\sum x^n_1 P(x^n_1) \lg P(x^n_1)$ is the absolute lower bound on the expected code length, where $\lg := \log_2$ denotes the binary logarithm. Hence $-\lg P(x^n_1)$ can be viewed as the “ideal” code length. The next natural question is to ask by how much the length $L(C_n, x^n_1)$ of a code differs from the ideal code length, either for individual sequences or on average. The pointwise redundancy $R_n(C_n, P; x^n_1) = L(C_n, x^n_1) + \lg P(x^n_1)$, while the average redundancy $\overline{R}_n(C_n, P)$ and the maximal redundancy $R^*_n(C_n, P)$ are defined, respectively, as

$$
\overline{R}_n(C_n, P) = \mathbf{E}_P[R_n(C_n, P; X^n_1)] = \mathbf{E}_P[L(C_n, X^n_1)] - H_n(P),
$$

$$
R^*_n(C_n, P) = \max_{x^n_1} [R_n(C_n, P; x^n_1)],
$$

where the underlying probability measure $P$ represents a particular source model and $\mathbf{E}$ denotes the expectation. Observe that while the pointwise redundancy can be negative, maximal and average redundancies cannot, by Kraft’s inequality and Shannon’s source coding theorem, respectively.

It has been known from the inception of the Huffman code (cf. [3]) that its average redundancy is bounded from above by 1, but its precise characterization for memoryless sources was proposed only recently in [11]. In [2] conditions for optimality of the Huffman code were given for a class of weight function and cost criteria. Surprisingly enough, to the best of our knowledge, no one was looking at another natural question: What code minimizes the maximal redundancy? More precisely, we seek a prefix code $C_n$ such that

$$
\min_{C_n} \max_{x^n_1} [L(C_n, x^n_1) + \lg P(x^n_1)].
$$

We shall prove here (cf. Theorem 1), that a generalized Shannon code is the optimal code in this case. We also compute precisely the maximal redundancy of the optimal generalized Shannon code for memoryless sources (cf. Theorem 4).

It must be said, however, that in practice the probability distribution (i.e., source) $P$ is unknown. So the next question is to find optimal codes for sources with unknown probabilities. In fact, for unknown probabilities, the redundancy rate can be also viewed as the penalty paid
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for estimating the underlying probability measure. More precisely, universal codes are those for which the redundancy is \( o(n) \) for all \( P \in \mathcal{S} \) where \( \mathcal{S} \) is a class of source models (distributions). The (asymptotic) redundancy-rate problem consists in determining for a class \( \mathcal{S} \) the rate of growth of the minimax quantities as \( n \to \infty \) either on average

\[
\bar{R}_n(\mathcal{S}) = \min_{C_n \in \mathcal{C}} \max_{P \in \mathcal{P}} [R_n(C_n, P)],
\]

or in the worst case

\[
R_n^*(\mathcal{S}) = \min_{C_n \in \mathcal{C}} \max_{P \in \mathcal{P}} [R_n^*(C_n, P)],
\]

where \( \mathcal{C} \) denotes the set of all codes satisfying the Kraft inequality.

First, we deal with the maximal minimax redundancy \( R_n^*(\mathcal{S}) \) defined by (2). Shtarkov [9] proved that

\[
\log \left( \sum_{x_1^n \in \mathcal{S}} \sup_{P \in \mathcal{P}} P(x_1^n) \right) \leq R_n^*(\mathcal{S}) \leq \log \left( \sum_{x_1^n \in \mathcal{S}} \sup_{P \in \mathcal{P}} P(x_1^n) \right) + 1.
\]

We replace the inequalities in the above by an exact formula. Namely, we shall prove in Theorem 2 that

\[
R_n^*(\mathcal{S}) = \log \left( \sum_{x_1^n \in \mathcal{S}} \sup_{P \in \mathcal{P}} P(x_1^n) \right) + R_{GS}(Q^*)
\]

where \( R_{GS}(Q^*) \) is the maximal redundancy of a properly chosen generalized Shannon code for the (known) distribution \( Q^*(x_1^n) = \sup_P P(x_1^n) / \sum_{x_1^n} \sup_P P(x_1^n) \). For a class of memoryless sources we derive an asymptotic expansion for the maximal minimax redundancy \( R_n^*(\mathcal{S}) \) (cf. Theorem 5).

Finally, we deal with the most challenging problem. We have just argued that we can derive precise formula for the maximal minimax redundancy \( R_n^*(\mathcal{S}) \). Can we infer from this an asymptotic expansion for the average minimax redundancy \( \bar{R}_n(\mathcal{S}) \) which is much harder to evaluate? We prove in Theorem 3 that under certain additional conditions (i.e., \( \sum_{x_1^n} P(x_1^n) \log [\sup_P P(x_1^n) / P(x_1^n)] \) is of order magnitude smaller than the leading term of \( R_n^*(\mathcal{S}) \), that is, \( \log \left( \sum_{x_1^n} \sup_{P \in \mathcal{P}} P(x_1^n) \right) \) the following holds: \( \bar{R}_n(\mathcal{S}) \sim R_n^*(\mathcal{S}) \). We also provide asymptotics of the average redundancy for memoryless sources (cf. Theorem 6).

2 The Maximal Minimax Redundancy

We first consider sources with known distribution \( P \) and find an optimal code that minimizes the maximal redundancy, that is, we compute

\[
R_n^*(P) = \min_{C_n \in \mathcal{C}} \max_{x_1^n \in \mathcal{X}} [L(C_n, x_1^n) + \log_2 P(x_1^n)].
\]

We recall that Shannon code \( C_n^S \) assigns length \( L(C_n^S, x_1^n) = \left\lfloor \log \frac{1}{P(x_1^n)} \right\rfloor \) to the source sequence \( x_1^n \). We define a generalized Shannon code \( C_n^{GS} \) as

\[
L(x_1^n, C_n^{GS}) = \begin{cases} 
\lfloor \log \frac{1}{P(x_1^n)} \rfloor & \text{if } x_1^n \in \mathcal{L} \\
\lfloor \log \frac{1}{P(x_1^n)} \rfloor & \text{if } x_1^n \in \mathcal{A^n} \setminus \mathcal{L}
\end{cases}
\]

where \( \mathcal{L} \subset \mathcal{A^n} \), and the Kraft inequality holds. Note that Kraft’s inequality for generalized Shannon codes reads as

\[
\sum_{x_1^n \in \mathcal{L}} P(x_1^n) 2^{(-\log P(x_1^n))} + \frac{1}{2} \sum_{x_1^n \in \mathcal{U}} P(x_1^n) 2^{(-\log P(x_1^n))} \leq 1.
\]
Our first main result proves that a generalized Shannon code is an optimal code with respect to the maximal redundancy.

**Theorem 1** If the probability distribution \( P \) is dyadic, i.e., \( \lg P(x^n) \in \mathbb{Z} \) (\( \mathbb{Z} \) is the set of integers) for all \( x^n \in \mathcal{A}^n \), then \( R_n^*(P) = 0 \). Otherwise, let \( p_1, p_2, \ldots, p_{|\mathcal{A}|^n} \) be the probabilities \( P(x_1^n) \), \( x_1^n \in \mathcal{A}^n \), ordered in a nondecreasing manner, that is,

\[
0 \leq \langle -\lg p_1 \rangle \leq \langle -\lg p_2 \rangle \leq \cdots \leq \langle -\lg p_{|\mathcal{A}|^n} \rangle \leq 1,
\]

where \( \langle x \rangle = x - \lfloor x \rfloor \) is the fractional part of \( x \). Let now \( j_0 \) be the maximal \( j \) such that

\[
\sum_{i=1}^{j-1} p_i 2^{\langle -\lg p_i \rangle} + \frac{1}{2} \sum_{i=j}^{|\mathcal{A}|^n} p_i 2^{\langle -\lg p_i \rangle} \leq 1,
\]

that is, the Kraft inequality holds for a generalized Shannon code. Then

\[
R_n^*(P) = 1 - \langle -\lg p_{j_0} \rangle.
\]  

Now, we turn our attention to universal codes for which the probability distribution \( P \) is unknown. We assume that \( P \) belongs to a set \( \mathcal{S} \) (e.g., class of memoryless sources with unknown parameters). The following result summarizes our next finding. It transforms the Shtarkov bound (3) into an equality.

**Theorem 2** Suppose that \( \mathcal{S} \) is a system of probability distributions \( P \) on \( \mathcal{A}^n \) and set

\[
Q^*(x^n_1) := \frac{1}{c_n(\mathcal{S})} \sup_{P \in \mathcal{S}} P(x^n_1),
\]

where

\[
c_n(\mathcal{S}) = \sum_{y^n_1 \in \mathcal{A}^n} \sup_{P \in \mathcal{S}} P(y^n_1).
\]

If the probability distribution \( Q^* \) is dyadic, i.e., \( \lg Q^*(x^n_1) \in \mathbb{Z} \) for all \( x^n_1 \in \mathcal{A}^n \), then

\[
R_n^*(\mathcal{S}) = \lg c_n(\mathcal{S}).
\]

Otherwise, let \( q_1, q_2, \ldots, q_{|\mathcal{A}|^n} \) be the probabilities \( Q^*(x^n_1) \), \( x_1^n \in \mathcal{A}^n \), ordered in such a way that

\[
0 \leq \langle -\lg q_1 \rangle \leq \langle -\lg q_2 \rangle \leq \cdots \leq \langle -\lg q_{|\mathcal{A}|^n} \rangle \leq 1,
\]

and let \( j_0 \) be the maximal \( j \) such that

\[
\sum_{i=1}^{j-1} q_i 2^{\langle -\lg q_i \rangle} + \frac{1}{2} \sum_{i=j}^{|\mathcal{A}|^n} q_i 2^{\langle -\lg q_i \rangle} \leq 1,
\]

Then

\[
R_n^*(\mathcal{S}) = \lg c_n(\mathcal{S}) + R_n^*(Q^*),
\]

where \( R_n^*(Q^*) = 1 - \langle -\lg q_{j_0} \rangle \) is the maximal redundancy of the optimal generalized Shannon code designed for the distribution \( Q^* \).
Proof. By definition we have

\[ R_n^*(S) = \min_{C_n \in \mathcal{C}} \sup_{P \in \mathcal{P}} \max_{x_i^n} \left( L(C_n, x_i^n) + \log P(x_i^n) \right) = \min_{C_n \in \mathcal{C}} \max_{x_i^n} \left( L(C_n, x_i^n) + \sup_{P \in \mathcal{P}} \log P(x_i^n) \right) \]

\[ = \min_{C_n \in \mathcal{C}} \max_{x_i^n} \left( L(C_n, x_i^n) + \log Q^*(x_i^n) + \log \left( \sum_{y_i^n \in A^n} P(y_i^n) \right) \right) \]

\[ = R_n^*(Q^*) + \log c_n(S), \]

where \( R_n^*(Q^*) = 1 - (-\log q_{\text{max}}) \), and by Theorem 1 it can be interpreted as the maximal redundancy of the optimal generalized Shannon code designed for the distribution \( Q^* \).

3 The Average Minimax Redundancy

Now, we study the average minimax redundancy \( \overline{R}_n \) which is defined in (1). If \( S \) consists of just one probability measure \( P \) one recognizes that the optimal code is the Huffman code. Our ultimate goal is to establish a general precise result for the average minimax redundancy \( \overline{R}_n(S) \) for non-trivial \( S \). From known results (cf. [1, 4, 5, 6, 7, 8, 9, 10, 11, 13, 14]) we conclude that (in these particular cases) \( \overline{R}_n(S) \sim R_n^*(S) \). So our aim is to provide a quite general result in this direction. We can prove the following result.

Theorem 3 Suppose that \( S \) is a system of probability distributions \( P \) on \( A^n \). Then

\[ \overline{R}_n(S) \leq \log c_n(S) - \inf_{P \in \mathcal{P}} \left( \sum_{x_i^n} P(x_i^n) \log \frac{\sup_{P \in \mathcal{P}} P(x_1^n)}{P(x_i^n)} \right) + O(1). \]  

Furthermore, suppose that there exists a probability distribution \( \tilde{Q} \) in the convex hull\(^1\) of \( S \) such that

\[ \max_{x_i^n} \left| \log \frac{Q^*(x_i^n)}{\tilde{Q}(x_i^n)} \right| \leq C, \]

then

\[ \overline{R}_n(S) \geq \log c_n(S) - \sup_{P \in \mathcal{P}} \left( \sum_{x_i^n} P(x_i^n) \log \frac{\sup_{P \in \mathcal{P}} P(x_1^n)}{P(x_i^n)} \right) - C + O(1). \]  

We will show in Section 4 that these lower and upper bounds fit together quite well.

The proof of the upper bound is easy. The lower bounds are a little bit more involved. It mainly relies on the following interesting fact (we are not aware of any relevant reference).

Lemma 1 Suppose that \( S \) is a subset of probability distributions \( P \) on a finite set \( X \). Then for all probability distributions \( \tilde{Q} \) contained in the convex hull of \( S \) we have

\[ \inf_{\tilde{Q}} \sup_{P \in \mathcal{P}} \left( \sum_{x \in X} P(x) \log \frac{\tilde{Q}(x)}{Q(x)} \right) = 0. \]  

\(^{1}\) We assume no topology on the set of all probability measures on \( X \). Therefore the convex hull of \( S \) is just the set of all finite convex combinations of elements of \( S \).
4 Memoryless Sources

Finally, we illustrate our findings for memoryless sources. We consider a binary memoryless source with \( P_p(x^n) = p^k(1-p)^{n-k} \) where \( k \) is the number of “0” in \( x^n \) and \( p \) is the probability of generating a “0”.

It should be mentioned that all subsequent results can be generalized to memoryless sources and to Markov sources with an arbitrary finite alphabet. However, for the sake of brevity and transparency of we have decided to treat just memoryless sources with the binary alphabet.

4.1 The Maximal Redundancy of the Generalized Shannon Code

We start with the following result of the maximal redundancy for the optimal generalized Shannon code. We give a detailed proof of this result in the Appendix.

**Theorem 4** Suppose that \( \log \frac{1-p}{p} \) is irrational. Then as \( n \to \infty \),

\[
R^*_n(P_p) = -\frac{\log \log 2}{\log 2} + o(1) = 0.5287 \ldots + o(1).
\]

If \( \log \frac{1-p}{p} = \frac{M}{N} \) is rational and non-zero then, as \( n \to \infty \),

\[
R^*_n(P_p) = -\frac{M \log (2^{1/M} - 1) - (Mn \log 1/(1-p))}{M} + o(1).
\]

Finally, if \( \log \frac{1-p}{p} = 0 \) then \( p = \frac{1}{2} \) and \( R^*_n(P_{1/2}) = 0 \).

The next step is to consider memoryless sources \( P_p \) such that \( p \) is contained in an interval \( [a,b] \), i.e. we restrict on a quite special (but natural) case for \( S \). Here the result reads as follows.

**Theorem 5** Let \( 0 \leq a < b \leq 1 \) be given and let \( S_{a,b} = \{ P_p : a \leq p \leq b \} \). Then, as \( n \to \infty \),

\[
R^*_n(S_{a,b}) = \frac{1}{2} \log n + \log C_{a,b} - \frac{\log \log 2}{\log 2} + o(1),
\]

where

\[
C_{a,b} = \frac{1}{\sqrt{2\pi}} \int_a^b \frac{dx}{\sqrt{x(1-x)}} = \sqrt{\frac{2}{\pi}} (\arcsin \sqrt{b} - \arcsin \sqrt{a}).
\]

**Remark.** Expression (13) is the first asymptotic expansion with the correct constant term (i.e., containing the term \( R^*_n(Q^*) \)). This is of some importance since it is proposed (cf. [13]) to design optimal codes that optimize the constant term.

4.2 The Average Redundancy of Memoryless Sources

By applying our general Theorem 3 we obtain the following slightly generalized result for the average redundancy of memoryless sources:

**Theorem 6** Let \( 0 \leq a < b \leq 1 \) be given and let \( S_{a,b} = \{ P_p : a \leq p \leq b \} \). Then, as \( n \to \infty \),

\[
\overline{R}_n(S_{a,b}) = \frac{1}{2} \log n + O(1).
\]
**Remark:** Note that this result has been known for \( S_{3,0} \) (cf. \([1, 6, 10, 13]\)).

**Sketch of Proof.** There are mainly two things which have to be checked. First we note that

\[
\sup_{P \in S_{n,0}} \left( \sum_{x_i} P(x_i) \log \frac{\sup_{P \in S_{n,0}} P(x_i^n)}{P(x_i^n)} \right) = O(1),
\]

which is implied by

\[
\sum_{k=0}^{n} \binom{n}{k} p^k (1-p)^{n-k} \log \left( \frac{k^n}{p^k (1-p)^{n-k}} \right) \leq \frac{1}{\log 2}.
\]

But (15) follows directly by applying the inequality \( \log x \leq x - 1 \) for

\[
\log \frac{k/n}{p} \leq \frac{k/n}{p} - 1 \quad \text{and} \quad \log \frac{1-k/n}{1-p} \leq \frac{1-k/n}{1-p} - 1.
\]

Second we have to show that there exists a convex combination \( \tilde{Q} \) of the probability distributions \( P_{k/n} \) \((an \leq k \leq bn)\) such that, as \( n \to \infty \)

\[
\max_{x_i^n} \left| \log \frac{Q^*(x_i^n)}{Q(x_i^n)} \right| = O(1).
\]

For example, if \( 0 < a < b < 1 \) we can use

\[
\tilde{Q} = \frac{1}{B} \sum_{an \leq k \leq bn} \beta_k P_{k/n},
\]

where

\[
\beta_k := \begin{cases} 
1/\sqrt{n} & \text{for } \lfloor an \rfloor < k < \lfloor bn \rfloor, \\
1 & \text{for } k = \lfloor an \rfloor \text{ and } k = \lfloor bn \rfloor.
\end{cases}
\]

and \( B = \sum_k \beta_k \).
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Appendix: Proof of Theorem 4

Set $\alpha_p = \log \frac{1-p}{p}$ and $\beta_p = \frac{1}{p}$. Then $-\log(p^k(1-p)^{n-k}) = \alpha_p k + \beta_p n$. First we assume that $\alpha_p$ is irrational. We know from [11] that for every Riemann integrable function $f: [0,1] \to R$ we have

$$\lim_{n \to \infty} \sum_{k=0}^{n} \binom{n}{k} p^k (1-p)^{n-k} f(\alpha_p k + \beta_p n) = \int_{0}^{1} f(x) \, dx. \quad (16)$$

Now set $f_{s_0}(x) = 2^x$ for $0 \leq x < s_0$ and $f_{s_0}(x) = 2^{x-1}$ for $s_0 \leq x \leq 1$. We obtain

$$\lim_{n \to \infty} \sum_{k=0}^{n} \binom{n}{k} p^k (1-p)^{n-k} f_{s_0}(\alpha k + \beta n) = \frac{2^{s_0-1}}{\log 2}.$$ 

In particular, for $s_0 = 1 + \frac{\log \log 2}{\log 2} = 0.4712...$ we get $\int_{0}^{1} f(x) \, dx = 1$ so that (5) holds. This implies that $\lim_{n \to \infty} R_n^*(P_p) = 1 - s_0 = 0.5287...$.

If $\alpha_p = \frac{a}{b}$ is rational and non-zero then we have (cf. [11] or [12] Chap. 8)

$$\lim_{n \to \infty} \sum_{k=0}^{n} \binom{n}{k} p^k (1-p)^{n-k} f(\alpha_p k + \beta_p n) = \frac{1}{M} \sum_{m=0}^{M-1} f \left( \left\lfloor \frac{mN}{M} + \beta_p n \right\rfloor \right) \quad (17)$$

$$= \frac{1}{M} \sum_{m=0}^{M-1} f \left( \frac{m + \langle M\beta_p n \rangle}{M} \right). \quad (18)$$

Of course, we have to use $f_{s_0}(x)$, where $s_0$ is of the form $s_0 = \frac{m_0 + \langle M\beta_p n \rangle}{M}$, and choose maximal $m_0$ such that

$$\frac{1}{M} \sum_{m=0}^{M-1} f_{s_0} \left( \frac{m + \langle M\beta_p n \rangle}{M} \right) = \frac{2^{\langle M\beta_p n \rangle}/M}{M} \left( \sum_{m=0}^{m_0-1} 2^{m/M} + \sum_{m=m_0}^{M-1} 2^{m/M-1} \right)$$

$$= \frac{2^{\langle M\beta_p n \rangle + m_0}/M-1}{M(2^{1/M} - 1)} \leq 1.$$ 

Thus,

$$m_0 = M + \left[ M \log(M(2^{1/M} - 1)) - \langle M \log(1/(1-p)) \rangle \right]$$

and consequently

$$R_n^*(P_p) = 1 - s_0 + o(1) = 1 - \frac{m_0 + \langle M\beta_p n \rangle}{M} + o(1)$$

$$= -\frac{\left\lfloor M \log(M(2^{1/M} - 1)) - \langle M \log(1/(1-p)) \rangle \right\rfloor + \langle M\beta_p \rangle}{M} + o(1).$$

This completes the proof of the theorem.