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Abstract

We consider the extra clustering model which was introduced by Durand, Blum and François (2007)
in order to describe the grouping of social animals and to test whether genetic relatedness is the main
driving force behind the group formation process. Durand and François (2010) provided a first stochas-
tic analysis of this model by deriving (amongst other things) asymptotic expansions for the mean value
of the number of groups. In this paper, we will give a much finer analysis of the number of groups.
More precisely, we will derive asymptotic expansions for all higher moments and give a complete char-
acterization of the possible limit laws. In the most interesting case (neutral model), we will show a
central limit theorem with a surprising normalization. In the remaining cases, the limit law will be
either a mixture of a discrete and continuous law or a discrete law. Apart from weak convergence to
the limit law, we will also show that all moments converge except in two cases.

1 Introduction and Results
A basic and important problem in biology is to gain an understanding of the dynamics of the group for-
mation process of social animals, which are animals who live in groups, for instance, wolves, gazelles,
elephants, lions, etc. In order to solve this problem, biologists have proposed many models for animal
grouping, e.g., fusion/fission models, kinship models and models based on game theory; see the introduc-
tion of Durand et al. [7] for a detailed discussion.
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Figure 1: The tree arising from the coalescent process applied to five animals (gray nodes). The number
of groups in this example is two.

Some of these models use genetic relatedness as one of the driving forces behind the group formation
process. Moreover, in many real-world studies, it has been observed that animals within a group are indeed
often genetically related. Thus, in [7], the authors proposed a simplification of previous models where only
genetic relatedness is used to decide which animals belong to the same group.

The advantage of such a simplified model is that one can use the coalescent process in order to define
group patterns. Moreover, the model is simple enough to devise statistical tests with which one can test
whether genetic relatedness really is the major driving force behind the group formation process. For
this, the authors in [7] defined the extra clustering model which depends on a parameter 0 ≤ p ≤ 1.
The parameter gives the probability of additional group formation which does not correspond to genetic
relatedness. Hence, for p = 0, no other factors than genetic relatedness are present and in this case, the
authors of [7] called their model the neutral model. From a statistical point of view, one is now interested
in testing the hypothesis p = 0 against p > 0. For this purpose, the authors in [7] proposed some statistical
tests and applied them to real-world data. The outcome was a good fit of the neutral model for many
classes of social animals except classes which have many predators, likely, because in this case, security
is another important reason why animals huddle together.

A first probabilistic analysis of the extra clustering model was carried out by Durand and Franco̧is in
[8], where they derived asymptotic expansions for the mean number of groups. The main goal of this paper
is to provide a much finer stochastic analysis of the extra clustering model. More precisely, we will derive
asymptotic expansions of all moments and prove limit distribution results for all values of p.

Before stating our results, we will give a precise definition of the extra clustering model. We start
with the case p = 0 (neutral model). Here, the model is defined via the Kingman coalescent [19]: start
with n animals which are considered to be singleton groups; at every time point pick uniformly at random
two groups and let them coalesce; continue this until only one group is left. This random process can be
depicted by a rooted, binary tree, where the animals are the leaves and every coalescent event corresponds
to the creation of an internal node. If the leaves are drawn at the bottom and the root at the top, then the
Kingman coalescent corresponds to a random process building the tree bottom-up; see Figure 1. Alterna-
tively, one can built a random tree top-down as follows: start with the root and two leaves; choose a leave
uniformly at random and replace it by an internal node with two leaves; do this until n leaves are created.
It is well-known that these two random processes yield the same random model on the set of all rooted,
binary trees; see Blum et al. [4]. Moreover, this random model is also equivalent to the Yule-Harding
model on phylogenetic trees; see Fuchs and Chang [5] for details.

We recall some properties of the above random tree. First, if the two subtrees of the root have size
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j and n − j, respectively, then given the size, the two subtrees are again random trees generated by the
same model. Moreover, the (random) size of the subtrees is j and n − j with 1 ≤ j ≤ n − 1 with equal
probabilities, i.e., probability 1/(n− 1); for these properties see, e.g., [5].

The above random tree was used in [7] to define the random number of groups. More precisely,
consider n animals and construct the above random tree. This random tree describes genetic relatedness
of the animals. In particular, for a given leaf of the tree, all the animals belonging to the subtree rooted
at the father are genetically closely related to the leaf and this set of animals is called a clade; see Blum
and François [3] and [5]. The number of groups of the n animals is now given by the number of maximal
clades; see Figure 1. In the sequel, we will denote this number by Xn. From the top-down construction
of the random tree and the above stochastic properties, we immediately see that Xn satisfies the following
distributional recurrence

Xn
d
=

{
1, if In ∈ {1, n− 1};
XIn +X∗n−In , otherwise,

(n ≥ 3), (1)

where X2 = 1, In has a uniform distribution on {1, . . . , n − 1}, and X∗n denotes an independent copy of
Xn. This recurrence is explained as follows: the number of groups is computed as the sum of the number
of groups of the subtrees of the root unless there is only one maximal clade which is the case if and only if
one of the subtrees has size one.

Recurrences of the above type have been extensively studied in the last decades because they also arise
in the analysis of certain algorithms and data structures from computer science. In particular, in Hwang
and Neininger [16], the authors proposed a very general framework to limit laws of sequences of random
variable satisfying distributional recurrence similar to (1). Our above recurrence, although closely related,
however, does not fall into the framework of [16]. In particular, some new phenomena not observed before
for these recurrences will appear and this makes a detailed analysis of (1) highly interesting.

We next explain the extra clustering model from [7]. As mentioned before, this model depends on
a probability p which describes the probability of extra clustering in the group formation process. More
precisely, the recurrence (1) for the number of groups is replaced by the following distributional recurrence

Xn
d
=


1, with probability p;
1, with probability 1− p and In ∈ {1, n− 1};
XIn +X∗n−In , with probability 1− p and In 6∈ {1, n− 1},

(n ≥ 3), (2)

where X2 = 1 and notation is as above. Note that p = 0 corresponds to the neutral model. For this model,
the authors in [8] computed the following asymptotic expansion of the mean

E(Xn) ∼



c(p)

Γ(2(1− p))
n1−2p, if 0 ≤ p < 1/2;

log n

2
, if p = 1/2;

p

2p− 1
, if 1/2 ≤ p ≤ 1,

where

c(p) =
1

e2(1−p)

∫ 1

0

(1− t)−2pe2(1−p)t
(
1− (1− p)t2

)
dt.

The main aim of this paper is to refine this result by proving results for all higher moments and to investi-
gate the limit distribution of Xn for all p.

We start with the neutral model. Here, the result of [8] can be generalized as follows.
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Proposition 1 (p = 0). We have,

Var(Xn) ∼ (1− e−2)2

4
n log n

and for all k ≥ 3,

E (Xn − E(Xn))k ∼ (−1)k
2k

k − 2

(
1− e−2

4

)k
nk−1.

Remark 1. Note that from this result, it follows that the limit law of Xn cannot be found from the method
of moments; for the latter method see Section 30 in Billingsley [2]. This is in sharp contrast to [16], where
the method of moments was applied to many examples of Xn satisfying a recurrence similar to (1).

In order to find the limit law, we will use an approach based on singularity perturbation analysis; for
details see Section 3. Applying this approach gives the following surprising central limit theorem.

Theorem 1 (p = 0). We have,
Xn − E(Xn)√

Var(Xn)/2

d−→ N(0, 1),

where N(0, 1) denotes the standard normal distribution.

The surprising fact about this result is the curious normalization by half of the variance. Note that
a similar (but seemingly unrelated) phenomenon was also observed by Janson and Kersting [18] in their
analysis of the total external path length of the Kingman coalescent.

Remark 2. A probabilistic proof of the above central limit theorem shedding further light on the curious
normalization was given recently by Janson; see [17].

We next consider the case 0 < p < 1/2. Here, the result for the moments reads as follows.

Proposition 2 (0 < p < 1/2). For all k ≥ 1,

EXk
n ∼

dk
Γ(k(1− 2p) + 1)

nk(1−2p),

where dk is recursively given by d1 = c(p) and for k ≥ 2

dk =
1− p

(k − 1)(1− 2p)

k−1∑
j=1

(
k

j

)
djdk−j.

In contrast to the case p = 0, now the method of moments can be applied and yields the limiting
distribution of Xn. Moreover, this limit result can also be proved with our proof method of Theorem 1
based on singularity perturbation analysis. This second approach in addition gives information about the
distribution function of the limit law.

Theorem 2 (0 < p < 1/2). We have,
Xn

n1−2p
d−→ X

with convergence of all moments. Here, X is a random variable whose moment-generating function is
given by

E
(
eyX
)

=
1

2πi

∫
H

Φ(y, v)e−vdv,
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where H is the Hankel contour starting in the upper half plane at +∞ and winding around 0 counter-
clockwise before tending to +∞ in the lower half plane and

Φ(y, v) =
4(1− 2p)2 − ypm(p)4p(1− p)2p−1v2p−1

4(1− 2p)2v − ym(p)4p(1− p)2pv2p

with determination of the powers in t chosen such that the branch cut is at [0,∞) and

m(p) =
Mp,(1−2p)/2(−2(1− p))
Wp,(1−2p)/2(−2(1− p))

,

where Mκ,µ(z) and Wκ,µ(z) are the Whittaker M and Whittaker W functions (see Beals and Wong [1]).

From the above explicit form of the moment-generating function of the limit law, we obtain the fol-
lowing consequence.

Corollary 1 (0 < p < 1/2). The distribution function of X is the sum of of a discrete distribution of
measure p/(1− p) that is concentrated at 0 and a continuous distribution on [0,∞) with density

f(x) = −δ(p)1− 2p

1− p
∑
k≥0

δ(p)k

k!Γ(2(k + 1)p− k)
xk, (3)

where

δ(p) =
(1− 2p)2

e2πip4p−1(1− p)2pm(p)
.

Remark 3. The density from the above corollary can be computed numerically for each p < 1/2. Further-
more, for p = 1/4, one obtains

f(x) = 0.3780064347 · · · e−0.2525054668···x2 .

For other values of p the resulting expressions are usually less explicit; see Figure 2 for a plot of the density
functions for several values of p.

The next case we consider is p = 1/2. Here, we again have a result for all higher moments.

Proposition 3 (p = 1/2). We have,

E(Xk
n) ∼ k!J2k−1

(2k − 1)!22k−1 log2k−1 n,

where J2k−1 are the Euler numbers of odd degree (see, e.g., page 144 in Flajolet and Sedgewick [15]).

Thus, similar to p = 0, the method of moments cannot be applied in this situation. However, singular
perturbation analysis works and yields the following limit distribution result.

Theorem 3 (p = 1/2). We have,
Xn

d−→ X,

where X has a discrete law given by P (X = k) = 2−k/(2k − 1)
(
2k
k

)
, k ≥ 1, which has the following

explicit characteristic function
E
(
eitX

)
= 1−

√
1− eit.
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Figure 2: The density f(x) of the continuous part of the distribution of X for p = 1/8, 3/16, 1/4, 5/16
(top to bottom).

Finally, we turn to the case 1/2 < p ≤ 1. Here, the result for the moments is as follows.

Proposition 4 (1/2 < p ≤ 1). For all k ≥ 1,

E(Xk
n) ∼ ek,

where ek is recursively given by e1 = p/(2p− 1) and for k ≥ 2

ek =
1− p
2p− 1

k−1∑
j=1

(
k

j

)
ejek−j +

p

2p− 1
.

Thus, again the method of moments can be used to derive the limiting distribution (alternatively, the
result can also be proved by singularity perturbation analysis).

Theorem 4 (1/2 < p < 1). We have,
Xn

d−→ X

with convergence of all moment. Here, X has a discrete law given by P (X = k) = pk(1− p)k−1/(2(2k−
1))
(
2k
k

)
, k ≥ 1, which has the following explicit moment-generating function

E
(
eyX
)

=
1−

√
1− 4p(1− p)ey
2(1− p)

.

Remark 4. For p = 1, the above result is also valid if one takes the limit of the above expression for the
moment-generating function which gives the (trivial) limit law X = 1 a.s..
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Remark 5. Note that Theorem 3 and Theorem 4 can be merged. However, note that there is an important
difference between these results: in Theorem 3 we only have convergence in distribution, whereas in
Theorem 4 also all moments do converge.

Overall, our above results combined give a full picture of the limiting behavior of the number of
groups under the extra clustering model. In particular, we see that the limit law is continuous for p = 0,
is a mixture of a discrete and continuous distribution for 0 < p < 1/2, and finally becomes discrete as
1/2 ≤ p ≤ 1 (and degenerates at p = 1). Moreover, from a mathematical point of view, an interesting
aspect is that the limit law can be obtained via the method of moments if and only if 0 < p < 1/2 and
1/2 < p ≤ 1, but not in the two cases p = 0 and p = 1/2.

We conclude the introduction with a short sketch of the paper. In the next section, we will consider
moments and prove Propositions 1-4. As a method of proof, we will use singularity analysis which is a
standard tool in analytic combinatorics (see the next section for details). In Section 3, we will introduce
the tools needed for the proofs of Theorem 1-4. More precisely, this section will contain a short discussion
of Whittaker functions and some of their properties which are needed in the proofs. Moreover, we will
explain our approach to limit laws via singularity perturbation analysis. The proofs of the limit distribution
results will then be contained in Section 4. We will end the paper with a conclusion.

2 Moments
In this section, we will investigate the moments of Xn satisfying (2) for all values of p. The method we
use for this has already been used in many other studies and was nicknamed “moment pumping”; see, e.g.,
Chern et al. [6] or Fill and Kapur [12] and references therein. It is based on induction and singularity
analysis. The latter is a standard tool of analytic combinatorics, see Chapter VI of [15], and says – in a
nutshell – that the leading asymptotic behavior of the coefficients an of a power series f(z) =

∑
n≥0 anz

n

is mainly governed by the kind of the dominating singularity z0 of f(z) on the radius of convergence
|z| = |z0| = R. For example, if z0 = 1 and we have

f(z) = A(1− z)α +O((1− z)β)

for z → 1, z ∈ ∆, where α, β are real numbers and ∆ is a so-called ∆-domain of the form

∆ = {z ∈ C : |z| < 1 + δ, | arg(z − 1)| > ϕ}, (δ > 0, 0 < ϕ < π/2),

then we have

an = A
n−α−1

Γ(−α)
+O

(
nmax{−β−1,−α−2}) .

Actually, we can also work without an error term. For example, f(z) ∼ A(1 − z)α as z → 1, z ∈ ∆,
implies an ∼ An−α−1/Γ(−α). This tool will be extensively used below.

We next explain in more details the above mentioned method of moment-pumping. Therefore, we
consider the moment-generating function of Xn which by (2) satisfies the recurrence

E
(
eyXn

)
= pey + (1− p) 2

n− 1
ey +

1− p
n− 1

n−2∑
j=2

E
(
eyXj

)
E
(
eyXn−j

)
, (n ≥ 3)

with initial condition E
(
eyX2

)
= ey. Next, set

X(y, z) =
∑
n≥2

E
(
eyXn

)
zn.

7



Then, by a straightforward computation

z
∂

∂z
X(y, z) = X(y, z) + (1− p)X(y, z)2 + ey

z2(1− (1− p)z2)
(1− z)2

(4)

with X(y, 0) = 0.
From this, differential equations for generating functions of moments of Xn can be obtained by differ-

entiating with respect to y and setting y = 0. In particular, the arising differential equations are all of the
following general form

f̃ ′(z) =

(
1

z
+

2(1− p)z
1− z

)
f(z) + g(z), (5)

where g(z) is a function of generating functions of moments of smaller order. Thus, we have a recursive
scheme with which generating functions of moments can be computed inductively once a general solution
of the above differential equation is known.

Lemma 1. Let f(z) and g(z) be functions which are analytic at zero and satisfy

f ′(z) =

(
1

z
+

2(1− p)z
1− z

)
f(z) + g(z),

where f(0) = 0. Then,

f(z) =
z

(1− z)2(1−p)e2(1−p)z

∫ z

0

(1− t)2(1−p)e2(1−p)t

t
g(t)dt.

Proof. This is proved by applying the standard approach for solving first-order differential equations.
We will use this general solution and induction to obtain the singularity expansion (in a ∆-domain)

of generating functions of moments of all order. Moreover, in the same way, generating functions of
moments are also proved to be analytic in a suitable domain. Both these properties will follow from
closure properties of singularity analysis; see Fill et al. [11] or Section VI.10 in [15].

We will first demonstrate how this works for the neutral model.

Proof of Proposition 1: p = 0. We start with mean and variance. Differentiating (4) with p = 0 once
and twice and setting y = 0 gives

M ′(z) =

(
1

z
+

2z

1− z

)
M(z) +

z(1 + z)

1− z

and

S ′(z) =

(
1

z
+

2z

1− z

)
S(z) +

2

z
M(z)2 +

z(1 + z)

1− z
,

with the notation
M(z) =

∑
n≥2

E(Xn)zn, S(z) =
∑
n≥2

E(X2
n)zn.

Now, for the mean, an application of Lemma 1 gives

M(z) =
(−1 + e2z + 2ze2z − 2z2e2z)z

(1− z)24e2z
. (6)
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Thus, as z → 1, z ∈ ∆,

M(z) =
1− e−2

4
· 1

(1− z)2
+O

(
1

1− z

)
.

Consequently, by applying singularity analysis,

E(Xn) =
1− e−2

4
n+O(1).

Next, for the second moment, again by Lemma 1

S(z) =
z

(1− z)2e2z

∫ z

0

(
2(1− t)2e2t

t2
M(t)2 + (1− t)2e2t

)
dt.

Using (6) together with a proper use of a computer algebra system, we obtain that for the integrand, as
t→ 1, t ∈ ∆,

2(1− t)2e2t

t2
M(t)2 + (1− t)2e2t ∼ (e2 − 1)2

8e2
· 1

(1− t)2
+

(e2 − 1)2

4e2
· 1

1− t
.

This leads to,

S(z) =
(1− e−2)2

8
· 1

(1− z)3
+

(1− e−2)2

4
· 1

(1− z)2
log

(
1

1− z

)
+ o

(
1

(1− z)2
log

(
1

1− z

))
as z → 1, z ∈ ∆. Hence, again by singularity analysis,

E(X2
n) =

(1− e−2)2

16
n2 +

(1− e−2)2

4
n log n+ o(n log n).

From this and the above expansion of the mean, we obtain that

Var(Xn) ∼ (1− e−2)2

4
n log n.

From the last two results, we also obtain a strong law of large numbers for Xn (with the coupling
arising from the top-down construction of the random tree from the previous section).

Theorem 5 (p = 0). We have,

P

(
lim
n→∞

∣∣∣∣ Xn

E(Xn)
− 1

∣∣∣∣) = 1.

In other words,
Xn ∼ E(Xn) a.s..

Proof. First, consider n = k2. Then, by Chebyshev’s inequality,

P

(∣∣∣∣ Xk2

E(Xk2)
− 1

∣∣∣∣ ≥ ε

)
= P (|Xk2 − E(Xk2)| ≥ εE(Xk2)) = O

(
log k

k2

)
for all ε > 0, where in the last step, we used the above results for the mean and variance of Xn. A standard
application of the lemma of Borel-Cantelli now gives

Xk2

E(Xk2)

a.s.−→ 1 (k →∞). (7)
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Next, for general n, find k such that

k2 ≤ n < (k + 1)2.

Note that by the above asymptotics for the mean, we have that

E(X(k+1)2) ∼ E(Xk2) (k →∞). (8)

Moreover, the fact that Xn is non-decreasing (from the coupling) gives

Xk2

E(X(k+1)2)
≤ Xn

E(Xn)
≤
X(k+1)2

E(Xk2)
.

From this, the claimed results follows by using (7) and (8).
This result suggests to look at central moments. Hence, we set

X̄(y, z) := X(y, ze−ya) =
∑
n≥2

E
(
ey(Xn−an)

)
zn

with a := (1− e−2)/4. Then, (4) becomes (recall that p = 0)

z
∂

∂z
X̄(y, z) = X̄(y, z) + X̄2(y, z) + ey(1−2a)z2 +

2ey(1−3a)z3

1− ze−ya
.

Now, taking the k-th derivative with respect to y and setting y = 0 yields for

M̄ [k](z) :=
∂k

∂yk
X̄(y, z)

∣∣∣
y=0

the differential equation

M̄ [k]′(z) =

(
1

z
+

2z

1− z

)
M̄ [k](z) +

1

z

k−1∑
j=1

(
k

j

)
M̄ [j](z)M̄ [k−j](z) + h̄[k](z),

where M̄ [k](0) = 0 and

h̄[k](z) = (1− 2a)kz +
dk

dyk
2ey(1−3a)z2

1− ze−ya
∣∣∣
y=0

.

This differential equation is of the type (5). Thus, we can apply Lemma 1 and induction to obtain the
following lemma.

Lemma 2. For k ≥ 3, as z → 1, z ∈ ∆,

M̄ [k](z) ∼ 2(−1)kk!ak

(k − 2)(1− z)k
.

Proof. First note that from the computations above for the mean and the variance, we have the following
bounds, as z → 1, z ∈ ∆,

M̄ [1](z) = O
(

1

1− z

)
and M̄ [2](z) = O

(
1

(1− z)2
log

1

1− z

)
. (9)
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We prove our claim by induction. Since the proofs for the base step and the induction step are the
same, we merge them into one. So, assume that the claim holds for all k′ < k. In order to show that it
holds for k, we use Lemma 1 which yields

M̄ [k](z) =
z

(1− z)2e2z

∫ z

0

(1− t)2e2t

t

(
1

t

k−1∑
j=1

(
k

j

)
M̄ [j](t)M̄ [k−j](t) + h̄[k](t)

)
dt. (10)

We first consider the two terms inside the bracket. For the first, by (9) and induction hypothesis, we obtain
that, as t→ 1, t ∈ ∆,

1

t

k−1∑
j=1

(
k

j

)
M̄ [j](t)M̄ [k−j](t) = O

(
1

(1− t)k+ε

)
,

where ε > 0 is an arbitrarily small constant (this constant comes from the additional log term of M̄ [2](z)).
For the second term, it is not complicated to see that, as t→ 1, t ∈ ∆,

h̄[k](t) ∼ 2(−1)kak

(1− t)k+1
.

Thus, for the integrand of (10), as t→ 1, t ∈ ∆,

(1− t)2e2t

t

(
1

t

k−1∑
j=1

(
k

j

)
M̄ [j](t)M̄ [k−j](t) + h̄[k](t)

)
∼ 2e2(−1)kak

(1− t)k−1
.

Hence, by the closure properties of singularity analysis, as z → 1, z ∈ ∆,∫ z

0

(1− t)2e2t

t

(
1

t

k−1∑
j=1

(
k

j

)
M̄ [j](t)M̄ [k−j](t) + h̄[k](t)

)
dt ∼ 2e2(−1)kak

(k − 2)(1− z)k−2
.

Inserting this into (10) gives the claimed result.
The proposed expansion for all central moments of order higher than two in Proposition 1 now follows

from Lemma 2 and singularity analysis. In particular, note that by

E(Xn − E(Xn))k = E(Xn − an)k +O
(
|E(Xn − an)k−1|

)
,

we can easily transfer asymptotic results for E(Xn − an)k to corresponding ones for E(Xn − E(Xn))k.

Proof of Proposition 2: 0 < p < 1/2. Here, in contrast to before, we directly consider moments instead
of central moments. Therefore, we set

M [k](z) :=
∂k

∂yk
X(y, z)

∣∣∣
y=0

=
∑
n≥2

EXk
nz

n.

Then, (4) implies that

M [k]′(z) =

(
1

z
+

2(1− p)z
1− z

)
M [k](z) +

1− p
z

k−1∑
j=1

(
k

j

)
M [j](z)M [k−j](z) + h(z).

11



where M [k](0) = 0 and

h(z) =
z(1− (1− p)z2)

(1− z)2
.

By Lemma 1, the solution of this differential equation is given by

M [k](z) =
z

(1− z)2(1−p)e2(1−p)z

∫ z

0

(1− t)2(1−p)e2(1−p)t

t

(
1− p
t

k−1∑
j=1

(
k

j

)
M [j](t)M [k−j](t) + h(t)

)
dt.

(11)
Now, the proof of Proposition 2 follows from the next lemma by singularity analysis.

Lemma 3. For k ≥ 1, as z → 1, z ∈ ∆,

M [k](z) ∼ dk
(1− z)k(1−2p)+1

.

Proof. We start with k = 1. Here, according to (11), we have

M [1](z) =
z

(1− z)2(1−p)e2(1−p)z

∫ z

0

(1− t)2(1−p)e2(1−p)t

t
h(t)dt.

Note that the integrand has the singularity expansion, as t→ 1, t ∈ ∆,

(1− t)2(1−p)e2(1−p)t

t
h(t) ∼ pe2(1−p)

(1− t)2p
.

Since 2p < 1, applying the closure properties of singularity analysis yields, as z → 1, z ∈ ∆,∫ z

0

(1− t)2(1−p)e2(1−p)t

t
h(t)dt ∼ e2(1−p)d1.

Inserting this into the above expression for M [1](z) gives the claimed asymptotics for k = 1.
Now, assume that the claim is true for all k′ < k. We want to show that it also holds for k. First,

observe that by the induction hypothesis, the integrand of (11) satisfies, as t→ 1, t ∈ ∆,

(1− t)2(1−p)e2(1−p)t

t

(
1− p
t

k−1∑
j=1

(
k

j

)
M [j](t)M [k−j](t) + h(t)

)

∼ (1− p)e2(1−p)
(
k−1∑
j=1

(
k

j

)
djdk−j

)
· 1

(1− t)(k−1)(1−2p)−1
.

Thus, by the closure properties of singularity analysis, as z → 1, z ∈ ∆,∫ z

0

(1− t)2(1−p)e2(1−p)t

t

(
1− p
t

k−1∑
j=1

(
k

j

)
M [j](t)M [k−j](t) + h(t)

)
dt ∼ e2(1−p)dk

(1− z)(k−1)(1−2p)
.

Inserting this into (11) gives, as z → 1, z ∈ ∆,

M [k](z) ∼ dk
(1− z)k(1−2p)+1

which is the claimed result.
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Proof of Proposition 3: p = 1/2. Here, we again work with the moments instead of central moments
and the proof is similar as in the previous case. More precisely, we show the following lemma.

Lemma 4. For k ≥ 1, as z → 1, z ∈ ∆,

M [k](z) ∼ bk
1− z

log2k−1 1

1− z
,

where bk is recursively given by b1 = 1/2 and for k ≥ 2

bk =
1

2(2k − 1)

k−1∑
j=1

(
k

j

)
bjbk−j. (12)

Proof. The proof is again by induction. We start with k = 1. In this case, the integrand of (11) satisfies, as
t→ 1, t ∈ ∆,

(1− t)et

t
h(t) ∼ e

2(1− t)
.

Thus, as z → 1, z ∈ ∆, ∫ z

0

(1− t)et

t
h(t)dt ∼ e

2
· log

1

1− z
.

Inserting this into (11) gives the claimed result.
For the induction step, assume that the claim holds for all k′ < k. Then, for the proof that it also holds

for k, by the induction hypothesis, the integrand of (11) satisfies, as t→ 1, t ∈ ∆,

(1− t)et

t

(
1

2t

k−1∑
j=1

(
k

j

)
M [j](t)M [k−j](t) + h(t)

)
∼ e

2

(
k−1∑
j=1

(
k

j

)
bjbk−j

)
· 1

1− t
log2k−2 1

1− t
.

Hence, by the closure properties of singularity analysis, we obtain that, as z → 1, z ∈ ∆,∫ z

0

(1− t)et

t

(
1

2t

k−1∑
j=1

(
k

j

)
M [j](t)M [k−j](t) + h(t)

)
dt ∼ ebk log2k−1 1

1− z
.

Inserting this into (11) concludes the induction step.
The proof of Proposition 3 follows from this by singularity analysis and the following lemma.

Lemma 5. The solution of the recurrence (12) from Lemma 4 is given by

bk =
k!J2k−1

(2k − 1)!22k−1 ,

where J2k−1 are the Euler numbers of odd degree.

Proof. We use generating functions. Set

B(z) =
∑
k≥1

bk
zk

k!
.

Then, the recurrence (12) becomes

B(z)B′(z) = 2zB′′(z) +B′(z)− 1/2

13



with B(0) = 0. Integrating yields

4zB′(z) = B(z)2 + 2B(z) + z

which has the solution

B(z) =
√
z tan

(√
z

2

)
.

Expanding provides the claimed result.

Proof of Proposition 4. This final case is again treated similar as the two previous cases. More precisely,
the result follows from the following lemma and singularity analysis.

Lemma 6. For k ≥ 1, as z → 1, z ∈ ∆,

M [k](z) ∼ ek
1− z

.

Proof. Again, we use induction and (11). First, for k = 1, the integrand of (11) satisfies, as t→ 1, t ∈ ∆,

(1− t)2(1−p)e2(1−p)t

t
h(t) ∼ pe2(1−p)

(1− t)2p
.

Then, from the closure properties of singularity analysis, as z → 1, z ∈ ∆,∫ z

0

(1− t)2(1−p)e2(1−p)t

t
h(t)dt ∼ pe2(1−p)

(2p− 1)(1− z)2p−1
.

Inserting this into (11) gives the claimed result.
Next, assume by induction that the claim holds for all k′ < k. In order to show it for k note that the

integrand of (11) satisfies, as t→ 1, t ∈ ∆,

(1− t)2(1−p)e2(1−p)t

t

(
1− p
t

k−1∑
j=1

(
k

j

)
M [j](t)M [k−j](t) + h(t)

)

∼ e2(1−p)

(
(1− p)

k−1∑
j=1

(
k

j

)
ejek−j + p

)
· 1

(1− t)2p
.

Thus, by the closure properties of singularity analysis, we obtain that, as z → 1, z ∈ ∆,∫ z

0

(1− t)2(1−p)e2(1−p)t

t

(
1− p
t

k−1∑
j=1

(
k

j

)
M [j](t)M [k−j](t) + h(t)

)
∼ e2(1−p)ek

(1− z)2p−1
.

Inserting this into (11) gives the desired result.
Since we have now considered all cases for p, our analysis of the moments is complete.

3 Whittaker Functions and Singularity Perturbation Analysis
In this section, we will explain our analytic method used for proving Theorem 1-4. The method will rely on
the explicit solution of (4) which will involve Whittaker functions. Thus, properties of Whittaker functions
will play a crucial role and we will recall them below. The method itself then uses singularity perturbation
analysis and will also be explained in details below.

We start by solving (4).

14



Solution of (4). Note that (4) is a Riccati differential equation for which a standard solution procedure
exists. Therefore, set

X̃(y, z) =
X(y, z)

z
.

Then, (4) becomes
∂

∂z
X̃(y, z) = (1− p)X̃(y, z)2 + ey

1− (1− p)z2

(1− z)2

with X̃(y, 0) = 0. Next, set

X̃(y, z) = − 1

1− p
· V
′(y, z)

V (y, z)
,

where V (y, 0) = 1 and differentiation is with respect z. Then, we obtain the second-order differential
equation

V ′′(y, z) + (1− p)ey 1− (1− p)z2

(1− z)2
V (y, z) = 0

with V (y, 0) = 1 and V ′(y, 0) = 0. This differential equation is a variant of Whittaker’s differential
equation. Thus, its solution can be expressed in terms of the Whittaker functions as follows

V (y, z) = M−(1−p)ey/2,
√

1−4p(1−p)ey/2

(
2(1− p)ey/2(z − 1)

)
+ c(y)W−(1−p)ey/2,

√
1−4p(1−p)ey/2

(
2(1− p)ey/2(z − 1)

)
with

c(y) =

(
1 +

√
1− 4p(1− p)ey − 2(1− p)ey/2

)
M−(1−p)ey/2+1,

√
1−4p(1−p)ey/2

(
−2(1− p)ey/2

)
2W−(1−p)ey/2+1,

√
1−4p(1−p)ey/2 (−2(1− p)ey/2)

.

We will work in the next section with this explicit solution. Consequently, we will need some background
knowledge on Whittaker functions which we will recall next.

Whittaker Functions. Here, we gather some properties of the Whittaker functions. The exposition will
follow [1]. We start with the definition of the Whittaker functions which are independent solutions of
Whittaker’s differential equation

v′′(z) +

(
−1

4
+
κ

z
+

1− 4µ2

4z2

)
v(z) = 0.

They can be expressed as follows

Mκ,µ(z) = e−z/2zµ+1/2M

(
µ− κ+

1

2
, 1 + 2µ, z

)
,

Wκ,µ(z) = e−z/2zµ+1/2U

(
µ− κ+

1

2
, 1 + 2µ, z

)
.

Here, M(a, c; z) and U(a, c; z) are the Kummer functions. The former is defined for all a, c, z ∈ C with
c 6= 0,−1,−2, . . . by the following series

M(a, c; z) =
∞∑
`=0

(a)`
(c)``!

z`,

15



where (a)` is the Pochhammer symbol

(a)` := a(a+ 1) · · · (a+ `− 1).

Note that the above expression shows that M(a, c; z) is analytic in all three variables. The definition of the
Kummer function of second kind, namely U(a, c; z), is slightly more involved. More precisely, U(a, c; z)
is defined as

U(a, c; z) =
Γ(1− c)

Γ(a+ 1− c)
M(a, c; z) +

Γ(c− 1)

Γ(a)
z1−cM(a+ 1− c, 2− c; z)

for all a, c, z with c 6∈ Z. The definition can be extended to c = m ∈ N (where the limit exists) as follows

U(a,m; z) =
(−1)m

Γ(a+ 1−m)(m− 1)!

(
M(a,m; z) log z

+
∞∑
`=0

(a)`
(m)``!

(ψ(a+ `)− ψ(`+ 1)− ψ(m+ `)) z`
)

+
(m− 2)!

Γ(a)
z1−m

m−2∑
`=0

(a+ 1−m)`
(2−m)``!

z`

with ψ(z) = Γ′(z)/Γ(z). We will in the sequel choose the determination of log and powers such that we
have a branch cut at [0,∞). Then, from the above definitions we obtain the following lemma.

Lemma 7. Assume that µ 6= −1/2,−1,−3/2, · · · . Then, both of the Whittaker functions are analytic on
C \ [0,∞).

Finally, note that the above expressions also give singularity expansions as z → 0. For instance, if
µ 6= −1/2,−1,−3/2, . . . , then

Mκ,µ(z) ∼ zµ+1/2, (z → 0)

and if in addition µ 6= 0, 1/2, 1, · · · , then

Wκ,µ(z) ∼


Γ(2µ)

Γ(µ− κ+ 1/2)
z−µ+1/2, if µ > 0;

Γ(−2µ)

Γ(−µ− κ+ 1/2)
zµ+1/2, if µ < 0.

Similar expansions can be found for Wκ,µ(z) when µ = 0, 1/2, 1, · · · as well.

Singularity Perturbation Analysis. We will now explain our method of proof of our limit laws from
Section 1. The method is based on singularity perturbation analysis, a term coined by Flajolet and Lafforge
[14]. The idea is to directly work with the moment-generating function of Xn which by Cauchy’s integral
formula is obtained from X(y, z) by

E
(
eyXn

)
=

1

2πi

∫
γ

X(y, z)

zn+1
dz. (13)

Here, y is considered to be a parameters for which we assume that |y| < η with η > 0 suitable small.
In order to use (13), one has to choose a suitable contour γ and to study the singularity structure of

X(y, z). Due to the above explicit expression forX(y, z), we see that the singularities are either the branch
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point singularities (with moving branch-cut) of the Whittaker functions or are poles arising from the zeros
of V (y, z). With a change of variable, we can consider

Ṽ (y, z) =M−(1−p)ey/2,
√

1−4p(1−p)ey/2(2(1− p)(z − 1))

+ c(y)W−(1−p)ey/2,
√

1−4p(1−p)ey/2(2(1− p)(z − 1)). (14)

Now, the branch cut is fixed at [1,∞). As for the zeros of this function, we will prove that there are two
cases:

• Case I: p = 0. Here, we will show that for |z| < 1 + δ with a suitable δ, we have exactly one
zero z0(y) of Ṽ (y, z). Moreover, this zero has the property that it converges to the branch point
singularity as y tends to 0.

• Case II: p > 0. Here, we will show that for |z| < 1+δ with a suitable δ, we have no zeros of Ṽ (y, z).

The second case is more in line with other instances to which singularity perturbation analysis was
applied; see [14] and Chapter X of [15]. In this case, γ will be deformed in the standard contour from
singularity analysis; see the right contour in Figure 3. The asymptotic evaluation of (13) is then immediate
and the main term comes from the part of the contour close to the branch point singularity.

1 + δ
z0(y)

1

1 + δ

1

Figure 3: The integration contour and singularities (in blue) in the two cases. The only (but crucial)
difference is the additional polar singularity in Case I.

The first case is more involved, in particular, due to the fact that the polar singularity (arising from the
zero of Ṽ (y, z)) coalesces with the branch point singularity as y tends to 0. Note that a somehow similar
situation was encountered in a recent study of Drmota et al. [10]. In fact, our approach in Case I will
resemble the one of [10]. More precisely, we will again deform the contour into the same type of contour
as in Case II; see the left contour in Figure 3. This will lead to a contribution coming from the polar
singularity by a straightforward application of the the residue theorem. Then, in contrast to Case II, we
will show that the contribution of the branch point singularity is negligible. From this, the unusual central
limit theorem of the neutral model will follow.

Remark 6. Analytically, the unusual normalization in Theorem 1 arises from the two coalescing singular-
ities. If, for instance, one would only have a polar singularity, then a central limit theorem with the usual
normalization would hold; see Flajolet et al. [13].
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4 Limit Laws
In this section, we will prove Theorem 1-4. For the proof, we will use singularity perturbation analysis and
the properties of the Whittaker functions from the previous section. Moreover, in the cases 0 < p < 1/2
and 1/2 < p ≤ 1, an alternative proof will be given with the method of moments.

We start with the most interesting case of the neutral model.

Proof of Theorem 1: p = 0. We first collect some properties of Ṽ (y, z) and Ṽ ′(y, z) (for the definition
see (14)).

Lemma 8. Let |y| < η and

∆̃ = {z ∈ C : |z| < 1 + δ, arg(z − 1) 6= 0},

where η, δ > 0. Then, Ṽ (y, z) and Ṽ ′(y, z) are analytic in ∆̃ and satisfy

Ṽ (y, z) = 2(z − 1) + 2ay + 4ay(z − 1) log(z − 1) +O
(
max{y2, y(z − 1), (z − 1)2}

)
, (15)

Ṽ ′(y, z) = 2 + 4ay log(z − 1) +O (max{y, z − 1}) , (16)

where a = (1− e−2)/4.

Proof. This follows from the properties of the Whittaker function from Section 3.
Next, we need the following lemma which was already announced in the previous section.

Lemma 9. For η, δ sufficiently small, Ṽ (y, z) as a function of z has only one (simple) zero z0(y) in ∆̃.
Moreover, we have have, as y → 0,

z0(y) = 1− ay + 2a2y2 log y +O(y2).

Proof. First note that Ṽ (0, z) = 2(z − 1)ez−1 which is an entire function with only one (simple) zero at
z = 1. Next, Ṽ (y, z) is analytic in both y and z in ∆̃ and thus its zeros vary continuously with y. Also,
note that because of (15) of the above lemma, there is no zero in a sufficiently small neighborhood of z = 1
for y sufficiently small (the limits as z tends to the branch-cut in the neighborhood are never equal to zero
as well). Thus, for η, δ sufficiently small, we exactly have one zero in ∆̃ which in addition must move to
1 as y tends to 0. This proves the first claim.

As for the proof of the second claim, we use bootstrapping. We already know that z0(y) = 1 + o(y).
Plugging this into (15), we obtain that, as y → 0,

z0(y) = 1− ay + o(y).

Using another bootstrapping step, this can be refined to

z0(y) = 1− ay + 2a2y2 log y + o(y2 log y).

Yet another bootstrapping step gives the following refined error bound

z0(y) = 1− ay + 2a2y2 log y +O(y2).

This is the second claim.
Now, we can show the key lemma for the proof of Theorem 1.
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Lemma 10. Let y = it/(2a
√
n log n). Then,

E
(
eyXn

)
= z0(y)−n +O

(
1

log n

)
. (17)

Proof. For the proof, we use Cauchy’s integral formula

E
(
eyXn

)
= [zn]X(y, z) = −[zn−1]

V ′(y, z)

V (y, z)

= − 1

2πi

∫
γ̃

V ′(y, z)

V (y, z)

dz

zn

= − 1

2πi

∫
γ

Ṽ ′(y, w)

Ṽ (y, w)

dω

(e−y/2(w − 1) + 1)n
,

where γ̃ is a small positively oriented circle centered at the origin and the last step follows from the change
of variables ey/2(z − 1) = w − 1. We now deform the countour γ into a contour γ′ which is given by
γ′ = γ′1 ∪ γ′2 with

γ′1 = {w = 1 + v/n : v ∈ Hn},

whereHn denotes the major part of the Hankel contour with

Hn = {v ∈ C : |v| = 1,<(v) ≤ 0} ∪ {v ∈ C : 0 ≤ <(v) ≤
√

(1 + δ′)2n2 − 1− n,=(v) = ±1}

and γ′2 completes the contour with an almost circle of radius 1 + δ′ with 0 < δ′ < δ; see Figure 3. Note
that the above integral then becomes

E
(
eyXn

)
= (e−y/2(z0(y)− 1) + 1)−n − 1

2πi

∫
γ′

Ṽ ′(y, w)

Ṽ (y, w)

dω

(e−y/2(w − 1) + 1)n

since by the residue theorem, we have to add the residue

Res

(
Ṽ ′(y, w)

Ṽ (y, w)
(e−y/2(w − 1) + 1)−n, w = z0(y)

)
= (e−y/2(z0(y)− 1) + 1)−n

In order to derive (17) from this, we first note that from z0(y) = 1 +O(1/
√
n log n), we obtain that

(e−y/2(z0(y)− 1) + 1)−n = z0(y)−n
(

1 +O
(

1

n log n

))−n
= z0(y)−n +O

(
1

log n

)
.

Next for the integral, note that by (15) and (16) and again z0(y) = 1+O(1/
√
n log n), we have for w ∈ γ′1,

Ṽ ′(y, w)

Ṽ (y, w)
= O

(
n

log2 n

)
.

Moreover, for w ∈ γ′1

|e−y/2(w − 1) + 1|−n ≤
(

1 +
<(e−y/2v)

n

)−n
≤ e−<(e

−y/2v) = O
(
e−ε<(v)

)
(18)
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for a suitable ε > 0. Hence, we obtain that for w ∈ γ′1,

Ṽ ′(y, w)

Ṽ (y, w)
· 1

(e−y/2(w − 1) + 1)n
= O

(
n

log2 n
e−ε<(v)

)
.

Consequently,

− 1

2πi

∫
γ′1

Ṽ ′(y, w)

Ṽ (y, w)

dω

(e−y/2(w − 1) + 1)n
= − 1

2πi

∫
Hn

O
(

n

log2 n
e−ε<(v)

)
dv

n
= O

(
1

log2 n

)
.

Finally, suppose that |w| = 1 + δ′. First, from the analyticity of Ṽ (y, z) and Ṽ ′(y, z), we obtain that

Ṽ ′(y, z)

Ṽ (y, z)
= O(1).

Moreover,

|e−y/2(w − 1) + 1| ≥ |w|+O
(

1√
n log n

)
≥ 1 + δ′′

for n large enough with 0 < δ′′ < δ′. Thus,

− 1

2πi

∫
γ′2

Ṽ ′(y, w)

Ṽ (y, w)

dω

(e−y/2(w − 1) + 1)n
= O

(
(1 + δ′′)−n

)
.

Putting everything gives

E
(
eyXn

)
= z0(y)−n +O

(
1

log n

)
+O

(
1

log2 n

)
+O

(
(1 + δ′′)−n

)
= z0(y)−n +O

(
1

log n

)
which is the claimed result.

The proof of Theorem 1 follows now from the last lemma.

Proof of Theorem 1. As in Lemma 10 set y = it/(2a
√
n log n). Then, by the expansion of z0(y) from

Lemma 9, we obtain that

z0(y) = 1− it

2
√
n log n

+
t2

4n
+O

(
log log n

n log n

)
.

Inserting this into the result from Lemma 10 yields

E
(
eyXn

)
= exp

(
it
√
n

2
√

log n
− t2

4

)(
1 +

log log n

log n

)
and by rearranging

E
(
eit(Xn−an)/(2a

√
n logn)

)
= exp

(
−t

2

4

)(
1 +

log log n

log n

)
.

Since exp(−t2/4) is the characteristic function of a normal distribution with mean 0 and variance 1/2, the
claimed central limit theorem follows from this by Lévy’s continuity theorem.
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Proof of Theorem 2: 0 < p < 1/2. The proof of weak convergence will follow with a similar line of
reasoning as in the last paragraph. Thus, we again start by giving expansions for Ṽ (z, y) and Ṽ ′(z, y).

Lemma 11. Let |y| < η and

∆̃ = {z ∈ C : |z| < 1 + δ, arg(1− z) 6= π},

where η, δ > 0. Then, Ṽ (y, z) and Ṽ ′(y, z) are analytic in ∆̃ and satisfy

Ṽ (y, z) = 21−p(1− p)1−p(z − 1)1−p − 2p−1(1− p)p+1

(1− 2p)2
m(p)y(z − 1)p

+O
(
max{y2(z − 1)p, y(z − 1)1−p, (z − 1)2−p}

)
, (19)

Ṽ ′(y, z) = 21−p(1− p)2−p(z − 1)−p − p2p−1(1− p)p+1

(1− 2p)2
m(p)y(z − 1)p−1

+O
(
max{y2(z − 1)p−1, y(z − 1)−p, (z − 1)1−p}

)
. (20)

Proof. This follows from the properties of Whittaker functions from Section 3.
Next, we need to study zeros of Ṽ (y, z). In contrast to Lemma 9, in the current case, we have no zeros.

Lemma 12. For η, δ sufficiently small, Ṽ (y, z) as a function of z has no zeros in ∆̃.

Proof. First note that
Ṽ (0, z) = 21−p(1− p)1−p(z − 1)1−pe−(1−p)(z−1)

which has no zero in ∆̃ and only tends to 0 on the branch-cut when z tends to 1. The latter property holds
for Ṽ (y, z) for η and δ small enough as well as can be easily seen from (19). Thus, due to the analyticity
of Ṽ (y, z), all its zeros have to escape to infinity as y tends to zero. Consequently, for η sufficiently small,
Ṽ (y, z) has no zero in ∆̃.

The main lemma in this context is the following one.

Lemma 13. Let y = it/n1−2p. Then,

E
(
eyXn

)
=

1

2πi

∫
H

Φ(y, v)e−vdv +O
(

log2 n

n1−2p

)
,

whereH is the Hankel contour and Φ(y, v) was defined in Theorem 2.

Proof. The proof is similar to the proof of Lemma 10 with the crucial difference that now the main contri-
bution will come from the branch-point singularity (since there is no polar singularity). The starting point
is again Cauchy’s integral formula which as in Lemma 10 can be rewritten to

E
(
eyXn

)
= − 1

2(1− p)πi

∫
γ

Ṽ ′(y, w)

Ṽ (y, w)

dw

(e−y/2(w − 1) + 1)n
.

We again deform the contour γ into a contour γ′ which this time is γ′ = γ′1 ∪ γ′2 ∪ γ′3, where

γ′i = {w = 1 + v/n : v ∈ H(i)
n }, (i = 1, 2)

withH(i)
n , i = 1, 2, given by

H(1)
n = {v ∈ C : |v| = 1,<(v) ≤ 0} ∪ {v ∈ C : 0 ≤ <(v) ≤ log2 n,=(v) = ±1},
H(2)
n = {v ∈ C : log2 n < <(v) ≤

√
(1 + δ′)2n2 − 1− n,=(v) = ±1}
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and γ′3 completes the contour with an almost circle of radius 1 + δ′ with δ′ < δ. The difference to the
contour from Lemma 10 is thatHn there is split into the two partsH(1)

n andH(2)
n . Moreover, note that now,

deforming the contour in the integral above will leave the value of the integral unchanged.
We proceed by treating the three integrals corresponding to the above three parts of the contour. First,

for γ′1 note that from (19) and (20), we obtain that

Ṽ ′(y, w)

Ṽ (y, w)
= n(1− p)Φ(it, v)

(
1 +O

(
log2−2p n

n1−2p

))
.

Moreover, we have that

(e−y/2(w − 1) + 1)−n = e−v
(

1 +O
(

log2 n

n1−2p

))
.

Thus,

− 1

2(1− p)πi

∫
γ′1

Ṽ ′(y, z)

Ṽ (y, z)

dw

(e−y/2(w − 1) + 1)n

= − 1

2πi

∫
H(1)

n

nΦ(it, v)e−v
(

1 +O
(

log2−2p n

n1−2p

))
e−v
(

1 +O
(

log2 n

n1−2p

))
dv

n

= − 1

2πi

∫
H(1)

n

Φ(it, v)e−vdv +O
(

log2 n

n1−2p

)
=

1

2πi

∫
H

Φ(it, v)e−vdv +O
(

log2 n

n1−2p

)
,

where the last step follows by attaching the tails of the Hankel contour (which introduces a negligible
error) and changing the orientation of the contour.

Next, we consider the contribution of the integral over γ′2. Here, we have

Ṽ ′(y, w)

Ṽ (y, w)
= O(1).

Moreover, by using (18) which holds in the current situation as well, we obtain that

− 1

2(1− p)πi

∫
γ′2

Ṽ ′(y, z)

Ṽ (y, z)

dw

(e−y/2(w − 1) + 1)n
= − 1

2πi

∫
H(2)

n

O
(
e−ε<(v)

) dv

n
= O

(
1

n

)
.

Finally, the integral over γ′3 is exactly treated as in Lemma 10 and it contributes only an exponential
decreasing error term. Collecting these three parts yields the claimed result.

Now, we can complete the proof of Theorem 2.

Proof of Theorem 2. Weak convergence follows from the previous lemma.
In order to show that also moments converge, we work with the moments from Proposition 2 and use

the method of moments. Accordingly, the only thing which one has to verify is that there is unique random
variable whose moment sequence is given by dk/Γ(k(1 − 2p) + 1). For this purpose, it suffices to show
that ∑

k≥1

dk
Γ(k(1− 2p) + 1)

zk
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has a positive radius of convergence. This clearly follows from the estimate

dk ≤ Akk!kk(1−2p) (21)

for a sufficiently large A.
We will prove (21) by induction. First, by suitable choosing A, it is clear that we can assume that the

estimate holds for all small k. Now, assume that it holds for all k′ < k. In order to prove it for k, we insert
the induction hypothesis into the recurrence for dk from Proposition 2. This gives

dk ≤ Akk!
2(1− p)

k(k − 1)(1− 2p)

k−1∑
j=1

j(k − j)(k−j)(1−2p)jj(1−2p)

≤ Akk!
2(1− p)
k(1− 2p)

k−1∑
j=1

(
(k − j)k−jjj

)1−2p
.

Now, note that (k − j)k−jjj is decreasing for 0 < j ≤ j/2. Choose j0 such that j0 > 1/(1− 2p). Then,

dk ≤ Akk!
2(1− p)
k(1− 2p)

(
2j0k

(k−1)(1−2p) + k1+(k−j0)(1−2p)j
j0(1−2p)
0

)
≤ Akk!kk(1−2p),

where the last inequality holds for k large enough. This concludes the induction step.
Finally, since we know already that Xn/n

1−2p weakly converges to X , we must have that E(Xk) =
dk/Γ(k(1− 2p) + 1). Thus,

E
(
eyX
)

=
1

2πi

∫
H

Φ(y, v)e−vdv.

This concludes the proof of Theorem 2.
We conclude this paragraph with the proof of Corollary 1.

Proof of Corollary 1. It is sufficient to show that∫ ∞
0

f(x)eyx dx =
1

2πi

∫
H

(
Φ(y, v)− p

v(1− p)

)
e−vdv

for every fixed y ∈ C. For this purpose, we use the series representation (3) and Hankel’s representation
of the reciprocal of the Gamma function

1

Γ(2(k + 1)p− k)
= − 1

2πi

∫
H

(−v)−2(k+1)p+ke−vdv.

Next, we replace the Hankel contour H by the contour H′ that starts in the upper half plane at +eiϕ∞,
winds around 0 counterclockwise before it tends to +e−iϕ∞ in the lower half plane, where 0 < ϕ < π/2 is
chosen such that (π−ϕ)(1−2p) < π/2. In particular, we can chooseH′ in a way that<(δ(−v)1−2p+y) < 0
for all v ∈ H′; note that δ = δ(p) < 0.

Hence, after interchanging the integral and the series and by evaluating the exponential series∑
k≥0

(δ(−v)1−2px)k

k!
= eδ(−v)

1−2px

we can compute the (inner) integral∫ ∞
0

e(δ(−v)
1−2p+y)x =

−1

δ(−v)1−2p + y
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and finally get ∫ ∞
0

f(x)eyx dx =
1

2πi

∫
H′

(
Φ(y, v)− p

v(1− p)

)
e−vdv.

It is clear thatH′ can be (again) replaced byH and so the result follows.

Proof of Theorem 3 and Theorem 4: 1/2 ≤ p < 1. We will consider here the proofs of Theorem 3 and
Theorem 4 which will merged. For the weak convergence, we will proceed as in the previous paragraph.
The following two lemmas can be proved with the same method as before.

Lemma 14. Let |t| < η and

∆̃ = {z ∈ C : |z| < 1 + δ, arg(1− z) 6= π},

where η, δ > 0. Then, Ṽ (it, z) and Ṽ (it, z) are analytic in ∆̃ and satisfy

Ṽ (it, z) = d(t)(z − 1)

(
1−
√

1−4p(1−p)eit
)
/2

+O
(

(z − 1)

(
1+
√

1−4p(1−p)eit
)
/2

)
, (22)

Ṽ ′(it, z) = d(t)

(
1−

√
1− 4p(1− p)eit

2

)
(z − 1)

(
−1−
√

1−4p(1−p)eit
)
/2

+O
(

(z − 1)

(
−1+
√

1−4p(1−p)eit
)
/2

)
, (23)

where

d(t) =
Γ(
√

1− 4p(1− p)eit/2)

Γ(1/2 + (1− p)eit/2 +
√

1− 4p(1− p)eit/2)
(2(1− p))

(
1+
√

1−4p(1−p)eit
)
/2
c(it).

Lemma 15. For η, δ sufficiently small, Ṽ (it, z) as a function of z has no zeros in ∆̃.

From these two lemmas, we prove the following result.

Lemma 16. Let |t| < η with η sufficiently small. Then,

E
(
eitXn

)
−→

1−
√

1− 4p(1− p)eit
2(1− p)

.

Proof. Obviously, we can assume that |t| > 0. The proof is then similar to the one of Lemma 13. We only
highlight differences. First, as in the proof of Lemma 13, we obtain that

E
(
eitXn

)
= − 1

2(p− 1)πi

∫
γ

Ṽ ′(it, w)

Ṽ (it, w)

dw

(e−it/2(w − 1) + 1)n
.

Then, we again deform the contour to γ′ = γ′1 ∪ γ′2 ∪ γ′3.
The treatment of the integral over γ′2 and γ′3 is completely the same as in the proof of Lemma 13. Thus,

we only have to concentrate on γ′1. Here, we have from (22) and (23),

Ṽ ′(it, w)

Ṽ (it, w)
=

1−
√

1− 4p(1− p)eit
2

nv−1

1 +O

( log2 n

n

)<(√1−4p(1−p)eit)
 .
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Note that the above real part is positive for |t| small (even in the boundary case p = 1/2). Moreover, we
have

(e−it/2(w − 1) + 1)−n = e−e
−it/2v

(
1 +O

(
log2 n

n2

))
.

Plugging into the above integral yields

− 1

2(p− 1)πi

∫
γ1

Ṽ ′(it, w)

Ṽ (it, w)

dw

(e−it/2(w − 1) + 1)n

=
1−

√
1− 4p(1− p)eit
2(p− 1)

(
− 1

2πi

∫
H(1)

n

v−1e−e
−it/2vdv

)
+ o(1).

The last integral can be reduced to

− 1

2πi

∫
H(1)

n

v−1e−e
−it/2vdv =

1

2πi

∫
H
v−1e−vdv + o(1) = 1 + o(1),

where the last step follows from Hankel’s integral representation of 1/Γ(z). Thus, the part of the integral
over γ′1 gives the main contribution and the result follows.

We can now finish the proof of Theorem 3 and Theorem 4.

Proof of Theorem 3 and Theorem 4. The weak convergence part follows from the last lemma.
Next, we prove that when 1/2 < p < 1, then also all moments converge. To this end, as in the proof of

Theorem 2, we only need to show that with the ek’s from Proposition 4, the following series

E(z) =
∑
k≥1

ek
zk

k!

has a positive radius of convergence. In fact, using the recurrence for ek, we can directly show that

E(z) =

√
1− 4p(1− p)ez

2
− 1

as must be the case. To prove this, note that the recurrence for ek implies that

(2p− 1)E ′(z)− p = 2(1− p)E(z)E ′(z) + p(ez − 1)

with E(0) = 0. Integrating gives

(2p− 1)E(z)− pz = (1− p)E(z) + p(ez − z − 1).

Thus,

E(z) =
2p− 1−

√
(2p− 1)2 − 4p(1− p)(ez−1 − 1)

2(1− p)
=

1−
√

1− 4p(1− p)ez
2(1− p)

− 1.

This proves the claimed result.
We conclude by pointing out that from the explicit expression for the characteristic function of X , one

can find the probability mass function by simple Taylor series expansion.

Corollary 2 (1/2 ≤ p ≤ 1). The limiting distribution X is a discrete distribution on {1, 2, . . .} with

P (X = k) =
pk(1− p)k−1

2(2k − 1)

(
2k

k

)
.
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5 Conclusion
In this paper, we gave a detailed analysis of the extra clustering model which was recently introduced by
Durand et al. [7] because of two reasons: (i) to model the group formation process of social animals and
(ii) to test whether genetic relatedness is the main driving force behind the group formation process. Our
analysis extends the previous analysis of [8] which was concerned with asymptotic expansions of the mean
of the number of groups formed by the animals. We derived all higher moments and completely classified
the limiting distribution of the number of groups for all values of p.

Our results show that the limiting distribution for the neutral model (p = 0) is a continuous distribution,
the limiting distribution when 0 < p < 1/2 is a mixture of discrete and continuous distributions and finally
for 1/2 ≤ p ≤ 1 the limiting distribution is a discrete random variable. This transition from continuous to
discrete is in fact expected since the extra clustering model is getting less random as p increases (because
animals are more likely to form one huge group).

From a mathematical point of view, our results contain two surprises. First, not in all cases, the limit
law can be obtained by the method of moments. In fact, we have seen two cases, namely, p = 0 and
p = 1/2, where we have weak convergence but moments do not converge. The case of the neutral model is
in particular surprising because the underlying sequence of random variables satisfies a divide-and-conquer
recurrence of a type which often appears in computer science and for which in many previous studies an
application of the method of moments lead to the limit law. The second surprise is the curious limit law for
the neutral model. In fact, our proof does not give a lot of insight of as to why this surprising result holds.
A better explanation was given in a recent paper of Janson [17]. However, many things about this result
are still shrouded in mystery, in particular, whether such a surprising result also holds for other classes of
random trees such as random m-ary search trees (in this work, we considered trees which are equivalent
to random binary search trees; for a definition of this family of trees as well as random m-ary search trees
see Mahmoud [20]). We hope to come back to this question in a future work.
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