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Abstract. The purpose of this article is to present analytic methods for de-
termining the asymptotic behaviour of the coefficents of power series that can
be applied to homogeneous discrete quasi death and birth processes. It turns
that there are in principle only three types for the asymptotic behaviour. The
process either converges to the stationary distribution or it can be approxi-
mated in terms of a reflected Brownian motion or by a Brownian motion. In
terms of Markov chains these cases correspond to positive recurrence, to null
recurrence, and to non recurrence. The same results hold for the continuous
case, too.

1. Introduction

Let

y(x) =
∑

n≥0

ynxn

be a power series (or generating function) of non-negative real numbers yn ≥ 0 that
represents an analytic function for |x| < R, where

R =

(

lim sup
n→∞

y1/n
n

)−1

is the radius of convergence. It is well known that y(x) is singular at x0 = R and
thus the smallest singularity (or equivalently the radius of convergence) provides a
first infomation on the asympotic behaviour of yn. In particular, for every ε > 0
there exists C1 > 0 and C2 > 0 such that

yn ≤ C1 R−n(1 + ε)n

for all n ≥ 0 and

yn ≥ C2 R−n(1 − ε)n

for infinitely many n ≥ 0. Furthermore, if one knows the behaviour of y(x) for
x → R− one can be even a little bit more precise. Since ynrn ≤ y(r) for 0 < r < R
one also gets

yn ≤ min
0<r<R

y(r)r−n.

Already these simple observations indicate that the knowledge of the analytic be-
haviour of the complex function y(x), that is, the location of the singularties and
the local behaviour of y(x) around them, provides information on the asymptotic
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behaviour of the coefficients yn. Of course, if one knows y(x) exactly then yn can
be recovered by Cauchy’s formula1

yn = [xn] y(x) =
1

2πi

∫

|x|=r

y(x)x−n−1 dx.

Thus, the main problem in this context is to observe how much information on y(x)
is needed to expand this contour integral as precisely as possible.

In what follows (see section 2) we will make this statement more clearly. We will
collect some known facts on transfer principles (singularity analysis, saddle point
method), where the kind of singularity of y(x) resp. precise growth properties of
y(x) reflect the asymptotic behaviour of the coefficients yn.

These kinds of methods are widely applied to asymptotic enumeration problems
(see [1, 12]). In this context the coeffients yn are certain (combinatorial) numbers
of interest (e.g. number of combinations, partitions, permutations etc. with some
properties), where the recursive structure of the combinatorial problem can be
translated into proper explicit or implicit relations for the corresponding generating
functions, compare with [15]. There are also many applications in the combinatorial
analysis of data structures and algorithms, see [14].

In this survey we will apply this asymptotic enumeration procedure to some spe-
cial Markov processes Xn, namely to homogeneous quasi birth and death processes
(see [10, 11, 9]). This processes can be viewed as random walks on properly de-
fined “periodic” infinite graphs and also, the probabilities of the distribution of
the random walk can be interpreted as a weighted counting problem for paths on
that graph. With help of this combinatorial interpretation we derive (more or less)
explicit representations for the generating functions of the corresponding probabil-
ities. At this stage we can apply proper transfer principles to obtain asymptotic
representations for the probabilites in question.

It turns out that there are three typical cases, the positive recurrent one, the
null recurrent one and the non-recurrent one. In the first case Xn has a discrete
limiting distribution, in the second one Xn can be approximated im terms of a
reflected Brownian motion, and in the third case in terms of a Brownian motion.
In the continuous case we get (in principle) the same results but we have to use the
Laplace transform instead of generating function. These results are only partly new,
e.g. the postive recurrent case is very well studied, see [9]. However, it seems that
this approach is novel for these kinds of problems. The advantage of this approach
is that one gets very precise information on the distribution of Xn. The discrete
case (Theorems 1 and 2) has been already discussed by the author [5] in terms of
random walks on graphs, the continuous case is new in this context.

The structure of the paper is the following one. In Section 2 we collect some
results (with proofs) on asymptotic expansions for coefficients of generating func-
tions. In Section 3 we present a combinatorial approach to homogeneous quasi birth
and death processes (QBD’s) with help of generating functions (and Laplace trans-
forms). Finally, in Section 4 we apply the methods of section 2 to these QBD’s to
obtain the above mentioned limiting relations for Xn.

1We will always use the notation [xn]y(x) = yn to denote the n-th coefficient of a power series.



ASYMPTOTIC METHODS OF ENUMERATION AND APPLICATIONS TO MARKOV CHAIN MODELS3

2. Analytic Methods

2.1. Singularity Analysis. We start with the analysis of algebraic singularities.
There exists very general transfer principles that are due to Flajolet and Odlyzko
[6] and can be considered as analytic Tauberian theorems. The main difference to
(real) Tauberian theorems is that one assumes that the analytic function y(x) can
be analytically continued to a region ∆ that is a little bit larger than the circle
of convergence. A combination of Lemma 1 and 2 is then a very powerful tool to
obtain asymptotic expansions of the coefficients of analytic functions with effective
error terms in an almost automatic way.

Lemma 1. Let

y(x) =
∑

n≥0

ynxn

be analytic in a region

∆ = {x : |x| < x0 + η, | arg(x − x0)| > δ},
in which x0 and η are positive real numbers and 0 < δ < π/2. Furthermore suppose
that there exists a real number α such that

y(x) = O
(

(1 − x/x0)
−α
)

(x ∈ ∆).

Then

yn = O
(

x−n
0 nα−1

)

.

Proof. One uses Cauchy’s formula

yn =
1

2πi

∫

γ

y(x)x−n−1 dx,

where γ is a suitable chosen path of integration around the origin. In particular one
can use γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4, where

γ1 =
{

x = x0 +
z

n
: |z| = 1, δ ≤ | arg(z)| ≤ π

}

,

γ2 =

{

x = x0 + teiδ :
1

n
≤ t ≤ η

}

,

γ3 =

{

x = x0 + te−iδ :
1

n
≤ t ≤ η

}

,

γ4 =
{

x : |x| =
∣

∣x0 + eiδη
∣

∣ , arg
(

x0 + eiδη
)

≤ | arg x| ≤ π
}

.

It is easy to show that the bound |y(z)| ≤ C|1 − z/x0|−α directly proves that
∣

∣

∣

∣

∫

γ1∪γ2∪γ3

y(z)

zn+1
dz

∣

∣

∣

∣

= O
(

x−n
0 nα−1

)

,

whereas the integal over γ4 is exponentially smaller: O ((x0 + η)−n). �

Remark . Note that the same proof method also shows that

y(x) = o
(

(1 − x/x0)
−α
)

(x ∈ ∆).

implies

yn = o
(

x−n
0 nα−1

)

as n → ∞.
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Furthermore, it would have been sufficient to use a variating η = η(n) of the
form η = (log n)2/n. Then the integral over γ4 is not exponentially smaller but of

order O
(

(x0)
−ne−c(log n)2

)

which is better than any polynomial decay.

Lemma 1 is complemented by the following well known property on the asymp-
totic expansion of binomial coefficients. We include a proof since the same contour
integration (that is also very close to the proof of Lemma 1) will used in section
2.3, too.

Lemma 2. Suppose that y(x) = (1 − x)−α. Then

yn = (−1)n

(−α

n

)

=
nα−1

Γ(α)
+ O

(

nα−2
)

.

Proof. We again use Cauchy’s formula for the contour γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4, where

γ1 =

{

x = 1 +
t

n

∣

∣

∣

∣

|t| = 1,<t ≤ 0

}

γ2 =

{

x = 1 +
t

n

∣

∣

∣

∣

0 < <t ≤ log2 n,=t = 1

}

γ3 = γ2

γ4 =

{

x

∣

∣

∣

∣

|x| =

∣

∣

∣

∣

1 +
log2 n + i

n

∣

∣

∣

∣

, arg(1 +
log2 n + i

n
) ≤ | arg(x)| ≤ π

}

.

As above, the integral over γ4 is negligible.
For the remaining part we approximate x−n−1 by e−t(1 +O

(

t2/n
)

). Hence, the
integral over γ1 ∪ γ2 ∪ γ3 is given by

1

2πi

∫

γ1∪γ2∪γ3

(1 − x)−αx−n−1 dx =
nα−1

2πi

∫

γ′

(−t)−αe−t dt

+
nα−2

2πi

∫

γ′

(−t)−αe−t · O
(

t2
)

dt

= nα−1I1 + O
(

nα−2
)

where γ′ = {t | |t| = 1,<t ≤ 0} ∪ {t | 0 < <t ≤ log2 n,=t = ±1}. Now I1 approxi-
mates 1/Γ(α) (by Hankel’s integral representation) in the following way:

I1 =
1

Γ(α)
+ O

(

∫ ∞

(log n)2
e2π|α|(1 + t2)−

1
2<αe−t dt

)

=
1

Γ(α)
+ O

(

(1 + (log n)4)−
1
2<αe−(log n)2

)

=
1

Γ(α)
+ O

(

1

n

)

.

Of course, this completes the proof of Lemma 2. �

Remark . These two lemmas can be now used to transfer an asymptotic series
expansion of y(x) to an asymptotic series expansion for yn. Suppose that a function
y(x) is analytic in a region of the form ∆ and that it has an expansion of the form

y(x) = C

(

1 − x

x0

)−α

+ O
(

(

1 − x

x0

)−β
)

(x ∈ ∆),
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where β < α. Then we have

yn = [xn]y(x) = C
nα−1

Γ(α)
x−n

0 + O
(

x−n
0 nmax{α−2,β−1}

)

. (1)

Note that (−1)n
(−α

n

)

has a full asymptotic series expansion of the form

(−1)n

(−α

n

)

∼ nα−1

Γ(α)



1 +
∑

k≥1

ek(α)

nk



 ,

where

ek(α) =

2k
∑

l=k

λk,l(α − 1)(α − 2) · · · (α − l)

with
∑

k,l≥0

λk,lv
ktl = et(1 + vt)−1−1/v .

This and some related formulae can be found in [6].

Finally we want to mention that polar singularities are even more easy to handle.
(The proof is immediate.)

Lemma 3. Suppose that y(x) is a meromorphic functions that is analytic at x = 0
and has polar singularities at the points q1, . . . , qr in the circle |x| < R, that is, y(x)
has a representation of the form

y(x) =
r
∑

j=1

λj
∑

k=1

Bjk

(1 − x/qj)k
+ T (x),

where T (x) is analytic in the region |x| < R. Then for every ε > 0

[xn] y(x) =

r
∑

j=1

λj
∑

k=1

Bjk

(

n + k − 1

k − 1

)

q−n
j + O

(

R−n(1 + ε)n
)

.

2.2. Systems of Functional Equations. Next, we will show that squareroot
singularities naturally appear in a system of functional equations. Lemma 4 will a
also crucial for the proof of the null recurrenct case of Theorem 2. Our presentation
is very close to [4].

Let F(x,y) = (F1(x,y), . . . , FN (x,y))′ a vector2 of functions Fj(x,y), 1 ≤ j ≤
N , with complex variables x, and y = (y1, . . . , yN)′ which are analytic around 0
and satisfy Fj(0,0) = 0, 1 ≤ j ≤ N . We will be interested in the analytic solution
y = y(x) = (y1(x), . . . , yN (x))′ of the functional equation

y = F(x,y) (2)

2We always identify a k-dimensional vector a = (a1 , . . . , ak)′ with a (k × 1)-matrix, i.e. a
column. Furthermore, if A is a matrix then A′ denotes the transposed matrix.
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with y(0) = 0, that is, the (unknown) functions yj = yj(x), 1 ≤ j ≤ N satisfy the
system of functional equations

y1 = F1(x, y1, y2, . . . , yN ),

y2 = F2(x, y1, y2, . . . , yN ),

...

yN = FN (x, y1, y2, . . . , yN).

It is immediately clear that yj(x) can be represented as power series in x with non-
negative coefficients [xn]yj(x) ≥ 0. One only has to consider (2) as a fixed point
equation and to observe that the (unique analytic) solution can be obtained by an
iterating procecure with initial value 0. Of course, non-negativity of the coefficients
is preserved in every iteration step.

Finally, we adjoin a dependency graph GF = (V, E) to such a system of functional
equations y = F(x,y), where V = {y1, y2, . . . , yN} and (yi, yj) is contained in E if
and only if Fi(x,y) really depends on yj .

Lemma 4. Let F(x,y) = (F1(x,y), . . . , FN (x,y))′ be analytic functions around
x = 0 and y = (y1, . . . , yN )′ = 0 such that all Taylor coefficients are non-negative,
that F(0,y) ≡ 0, that F(x,0) 6≡ 0, and that there exists j with Fyjyj

(x,y) 6≡ 0.
Furthermore assume that the region of convergence of F is large enough such that
there exists a non-negative solution x = x0,y = y0 of the system of equations

y = F(x,y),

0 = det(I − Fy(x,y)),

inside it.
If the dependency graph GF = (V, E) of the system

y = F(x,y) (3)

in the unknown functions

y = y(x) = (y1(x), . . . , yN (x))′

is strongly connected then x0 is the common radius of convergence of
y1(x), . . . , yN (x) and we have a representation of the form

yj(x) = gj(x) − hj(x)

√

1 − x

x0
(4)

locally around x = x0, where gj(x) and hj(x) are analytic around x = x0 and satisfy

(g1(x0), . . . , gN(x0))
′ = y0 and (h1(x0), . . . , hN (x0))

′ = b

with the unique solution b = (b1, . . . , bN)′ > 0 of

(I − Fy(x0,y0))b = 0, (5)

b′Fyy(x0,y0)b = −2Fx(x0,y0).

If we further assume that [xn] yi(x) > 0 for n ≥ n0 and 1 ≤ j ≤ N then x = x0

is the only singularity of yj(x) on the circle |x| = x0 and we obtain an asymptotic
expansion for [xn] yj(x) of the form

[xn] yj(x) =
bj

2
√

π
x−n

0 n−3/2
(

1 + O
(

n−1
))

. (6)
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Proof. First, we consider the case of N = 1 equation:

y = F (x, y). (7)

As mentioned above it is clear that the coefficients of the (unique) solution y(x)
(that is obtained by iteration) are non-negative.

It is also possible to use the implicit function theorem. Since

Fy(0, 0) = 0 6= 1.

there exists a solution y = y(x) of (7) which is analytic around 0.
However, it is useful to know that all Taylor coefficients of y(x) are non-negative.

Namely, it follows that if y(x) is regular at x′ (that is real and positive) then y(x)
is regular for all x with |x| ≤ x′.

Let x0 denote the radius of convergence of y(x). Then x0 is a singularity of y(x).
The mapping

x 7→ Fy(x, y(x))

is strictly increasing for real and non-negative x as long as y(x) is regular. Note
that Fy(0, y(0)) = 0. As long as Fy(x, y(x)) < 1 it follows from the implicit function
theorem that y(x) is regular even in a neighbourhood of x. Hence there exists a
finite limit point x0 such that lim

x→x0−
y(x) = y0 is finite and satisfies Fy(x0, y0) = 1.

If y(x) were regular at x = x0 then

y′(x0) = Fx(x0, y(x)) + Fy(x0, y(x0))y
′(x0)

would imply Fx(x0, y(x0)) = 0 which is surely not true. Thus, y(x) is singular at
x = x0 (that is, x0 is the radius of convergence) and y(x0) is finite.

Now, let us consider the equation y−F (x, y) = 0 around x = x0 and y = y0. We
have 1−Fy(x0, y0) = 0 but −Fyy(x0, y0) 6= 0. Hence by the Weierstrass preparation
theorem (see [7]) there exist functions H(x, y), p(x), q(x) which are analytic around
x = x0 and y = y0 and satisfy H(x0, y0) 6= 1, p(x0) = q(x0) = 0 and

y − F (x, y) = H(x, y)((y − y0)
2 + p(x)(y − y0) + q(x))

locally around x = x0 and y = y0. Since Fx(x0, y0) 6= 0 we also have qx(x0) 6= 0.
This means that any analytic function y = y(x) which satisfies y(x) = F (x, y(x))
in a subset of a neighbourhood of x = x0 with x0 on its boundary and is given by

y(x) = y0 −
p(x)

2
±
√

p(x)2

4
− q(x).

Since p(x0) = 0 and qx(x0) 6= 0 we have

∂

∂x

(

p(x)2

4
− q(x)

)

x=x0

6= 0,

too. Thus there exist an analytic function K(x) such that K(x0) 6= 0 and

p(x)2

4
− q(x) = K(x)(x − x0)

locally around x = x0. This finally leads to a local representation of y = y(x) of
the kind

y(x) = g(x) − h(x)

√

1 − x

x0
, (8)

in which g(x) and h(x) are analytic around x = x0 and satisfy g(x0) = y0 and
h(x0) < 0.
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In order to calculate h(x0) we use Taylor’s theorem

0 = F (x, y(x))

= Fx(x0, y0)(x − x0) +
1

2
Fyy(x0, y0)(y(x) − y0)

2 + · · · (9)

= Fx(x0, y0)(x − x0) +
1

2
Fyy(x0, y0)h(x0)

2(1 − x/x0) + O
(

|x − x0|3/2
)

.

By comparing the coefficients of (x − x0) we immediately obtain

h(x0) =

√

2x0Fx(x0, y0)

Fyy(x0, y0)
.

We now want to apply the transfer lemma (Lemma 1). For this purpose we have
to show that y(x) can be analytically continued to a region of the form ∆. The
representation (8) provides such an analytic continuation for x in a neighborhood
of x0. Now suppose that |x1| = x0 and | arg(x1)| ≥ δ. Then the assumption yn > 0
for n ≥ n0 implies that |y(x1)| < y(|x1|) = y(x0) and consequently

|Fy(x1, y(x1))| ≤ Fy(|x1|, |y(x1)|) < Fy(|x1|, y(|x1|)) = Fy(x0, y0) = 1.

Thus, Fy(x1, y(x1)) 6= 1 and the implicit function theorem shows that there exists
an analytic solution y = y(x) in a neighborhood of x1. For |x| < x0 this solution
equals the power series y(x) and for |x| ≥ x0 it provides an analytic continuation to
a region of the form ∆ (by compactness it is sufficient to consider finitely many x1

with |x1| = x0 and | arg(x1)| ≥ δ). So finally we can apply Lemma 1 (resp. (1) with
α = −1/2 and β = −3/2; the analytic part of g(x) provides exponentially smaller
contributions.) This completes the proof of (6).

Finally we mention that the general case N > 1 can be reduced to a single equa-
tion by an elimination precedure (compare to [4]). We will indicate this procedure
for N = 2 equations. y1 = F1(x, y1, y2), y2 = F2(x, y1, y2). First, we tackle the
second equation and consider x and y1 as variables. This gives y2 = y2(x, y1) as a
power series in non-negative coefficients in x and y1. Next we use this “solution”
an insert it into the first equation. Thus, we obtain a single equation

y1 = F1(x, y1, y2(x, y1))

that can be treated as above (all assumptions are satisfied). The singularity x0 of
y1(x) is determined by the equation

1 = F1,y1 + F1,y2y2,y1 = F1,y1 + F1,y2

F2,y1

1 − F2,y2

or by

(1 − F1,y1)(1 − F2,y2) − F1,y2F2,y1 = 0.

Of course, this procedure only applies is y2(x, y1) is not singular, respectively
F2,y2 < 1. Since we assume that the dependency graph is strongly connected we
surely have F1,y2 6= 0 and F2,y1 6= 0. Thus, must have F2,y2 < 1 at the singular
point of y1(x), in other words y2(x, y1) is regular there and does not “effect” the
singularity of y1(x). However, we can now use y1(x) to “recover” the “real solution”
y2(x) = y2(x, y1(x)) that has the same kind of singular behaviour as y1(x). �
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2.3. Small Powers of Functions. The next lemma shown how (small) powers of
functions with a squareroot singularity can be handled, see also [3].

Lemma 5. Let y(x) =
∑

n≥0

ynxn be a power series with non-negative coefficents

such that there is only one singularity on the circle of convergence |x| = x0 > 0 and
that y(x) can be locally represented as

y(x) = g(x) − h(x)

√

1 − x

x0
,

where g(x) and h(x) are analytic functions around x0 with g(x0) > 0 and h(x0) > 0,
and that y(x) can be continued analytically to |x| < x0+δ, x 6∈ [x0, x0+δ) (for some
δ > 0). Furthermore, let ρ(x) be another power series with non-negative coefficients
with radius of convergence greater than x0.

Then we have

[xn]ρ(x)y(x)k =
kρ(x0)g(x0)

k−1h(x0)

2n
3
2
√

πxn
0

(

exp

(

− k2

4n

(

h(x0)

g(x0)

)2
)

+ O
(

k

n

)

)

uniformly for k ≤ C
√

n, where C > 0 is an arbitrary constant.

Proof. For simplicity we will assume that the radius of convergence x0 = 1. We will
use Cauchy’s formula

[xn] ρ(x)y(x)k =
1

2πi

∫

γ

ρ(x)y(x)kx−n−1 dx,

where the path of integration γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 is the same as in the proof of
Lemma 2.

Let k ≤ C
√

n. Then with x = 1 + t
n we have for x ∈ γ1 ∪ γ2 ∪ γ3

ρ(x)y(x)kx−(n+1) = ρ(x)g(x)k

(

1 − h(x)

g(x)

√
1 − x

)k

x−(n+1)

= ρ(1)g(1)k exp

(

− k√
n

h(1)

g(1)
(−t)

1
2 − t

)

·

·
(

1 + O
( |t|2

n

)

+ O
(

k|t|
n

)

+ O
(

k
|t| 32
n

3
2

))

.

Let λ = k√
n

h(1)
g(1) . Then (with help of the substitution u2 = t) it is an easy exercise

to obtain
1

2πi

∫

γ′

e−λ
√
−t−t dt =

λ

2
√

π
e−

λ2

4 + O
(

e− log2 n
)

,

where γ′ = {t | |t| = 1,<t ≤ 0} ∪ {t | 0 < <t ≤ log2 n,=t = ±1} is the same path of
integration as used in Lemma 2.

Furthermore, for every fixed L we have
∫

γ′

∣

∣

∣e−λ
√
−t−ttL

∣

∣

∣ dt = O (1)

All these estimates are also uniform if λ varies in an bounded interval. Finally,
∫

γ4

ρ(x)y(x)kx−n−1 dx = O
(

ρ(1)g(1)ke−(1− k
n

h(1)
g(1) ) log2 n

)

.

This completes the proof of Lemma 5. �
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The next lemma is very similar to Lemma 5. The only difference is that the
leading factor ρ(x) also has a special squareroot singularity. In particular, this
lemma will be used for null recurrent QBD’s (second parts of Theorem 1 and 2).

Lemma 6. Let y(x) =
∑

n≥0

ynxn be as in Lemma 5 and ρ(x) another power series

that has the same radius of convergence x0 that it can be continued analytically to
the same region as y(x), and that it has a local (singular) represenation as

ρ(x) =
g(x)

√

1 − x
x0

+ h(x),

where g(x) and h(x) are analytic functions around x0 with g(x0) > 0.
Then we have

[xn]ρ(x)y(x)k =
g(x0)g(x0)

k

√
nπxn

0

(

exp

(

− k2

4n

(

h(x0)

g(x0)

)2
)

+ O
(

k

n

)

)

uniformly for k ≤ C
√

n, where C > 0 is an arbitrary constant.

Proof. The proof is almost the same as that of Lemma 5. The only difference is
that one has to use the formula

1

2πi

∫

γ′

e−λ
√
−t−t

√
−t

dt =
1√
π

e−λ2/4 + O
(

e−(log n)2
)

.

We leave the detail to the reader. �

2.4. Large Powers of Functions. Finally we consider large powers of power
series, that is, n and k are proportional (see [2, 3]).

We start with a general formula.

Lemma 7. Let y(x) =
∑

n≥0 ynxn be a power series with non-negative coefficents,
moreoever, assume that there exists n0 with yn > 0 for n ≥ n0. Furthermore, let
ρ(x) be another power series with non-negative coefficients and suppose that, both,
y(x) and ρ(x) have positive radius of convergence R1, R2. Set

µ(r) =
ry′(r)

y(r)

and

σ2(r) := rµ′(r) =
ry′(r)

y(r)
+

r2y′′(r)

y(r)
− r2y′(r)2

y(r)2

and let h(y) denote the inverse function of µ(r).
Fix a, b with 0 < a < b < min{R1, R2}, then we have

[xn] ρ(x)y(x)k =
1√
2πk

ρ
(

h
(

n
k

))

σ
(

h
(

n
k

))

y
(

h
(

n
k

))k

h
(

n
k

)n ·
(

1 + O
(

1

k

))

uniformly for n, k with µ(a) ≤ n/k ≤ µ(b).

Proof. We (again) use Cauchy’s formula

[xn] ρ(x)y(x)k =
1

2πi

∫

|x|=r

ρ(x)y(x)kx−n−1 dx
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where r is defined by

ry′(r)

y(r)
=

n

k
,

that is, r = h
(

n
k

)

. Note that r is exactly the saddle point of the function

y(x)kx−n = ek log y(x)−n log x.

Now a standard saddle point method (see [3] or [12]) yields

[xn] ρ(x)y(x)k =
ρ(r)y(r)kr−n

√

2πkσ2(r)
·
(

1 + O
(

1

k

))

.

In detail, if we use the substituion x = reit we get (for small |t| ≤ k− 1
2+η with

0 < η < 1
6 )

ρ(x)y(x)kx−n = ρ(r)y(r)kr−ne−kt2σ2(r)+O(|t|+k|t|3)

and consequently

1

2πi

∫

|t|≤k−
1
2
+η

ρ(x)y(x)kx−n−1 dx =
ρ(r)y(r)kr−n

√

2πkσ2(r)
·
(

1 + O
(

1

k

))

.

Finally, by the use of the property that yn > 0 (for n ≥ n0) and the local expansion
of y(x) around x = r it follows that there exists a constant c > 0 with

|y(reit)| ≤ y(r)e−ct2

uniformly for a ≤ r ≤ b and |t| ≤ π. Hence the integral

1

2πi

∫

k−
1
2
+η≤|t|≤π

ρ(x)y(x)kx−n−1 dx = O
(

ρ(r)y(r)kr−ne−ck2η
)

is negligible. �

We can also obtain a slightly modified version of Lemma 7 (compare with [3])
if n and k are almost proprotional. This can be either derived from Lemma 7 or
proved in a completely similar way. We leave the details to the reader.

Lemma 8. Let y(x) and ρ(x) be as in Lemma 7. Then for every 0 < r <
min{R1, R2} we have

[xn] ρ(x)y(x)k =
1√
2πk

ρ (r)

σ (r)

y (r)
k

rn
·
(

exp

(

− (k − n/µ(r))2

2kσ2(r)

)

+ O
(

1√
n

))

uniformly for n, k with |k − n/µ(r)| ≤ C
√

k, where C > 0 is an arbitrary constant.

Remark . It should be remarked that it is also possible to derive complete asymp-
totic series expansion, see [3].
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3. Quasi Birth and Death Processes

3.1. Random Walks on “Perodic Graphs”. We now consider a discrete quasi
birth and death process (QBD), that is, a discrete Markov process Xn on the non-
negative integers with transition matrix of the form

P =















B A0 0 0 · · ·
A2 A1 A0 0 · · ·
0 A2 A1 A0 0 · · ·
0 0 A2 A1 A0 · · ·
...

. . .
. . .

. . .
. . .















, (10)

where A0,A1,A2, and B are square matrices of order m, compare with [9, 10, 11].
This kind of process can be also interpreted as a random walks on infinite graphs

G of the following type (see [5]). Let K be the complete di-graphs of size m (with
loops) and K0, K1, K2, . . . copies of K. The set of nodes, V (G), of G is now given
by V (K0) ∪ V (K1) ∪ · · · . The directed edges of G, E(G), consist first of the edges
E(K0)∪E(K1)∪ · · · and second of all edges between K0 and K1, between K1 and
K2 etc. We denote the matrix of transition probabilities inside K0 as B, inside Kj

(j = 1, 2, . . .) as A1, between Kj and Kj+1 as A0, and between Kj and Kj−1 as
A2 (see figure 1).

PSfrag replacements

K0 K1 K2 K3

B

A0

A1A1A1

A0A0

A2A2A2

Figure 1. One-sided “periodic” graph

In other words, if we set P = (pw,v)w,v∈V (G), then (for all k ≥ 0)

pw,v = Pr{Xk+1 = v|Xk = w}.

It is clear that the powers Pn = (p
(n)
w,v)w,v∈V (G) of the infinite matrix P contain the

probabilities p
(n)
w,v = Pr{Xn = v|X0 = w}.

We will now present a combinatorial interpretation of this relation. Let p̃ =
(e1(p̃), e2(p̃), . . . , en(p̃)) denotes a path on length n on G (with edges ej(p̃) =
(xj−1(p̃), xj(p̃)) ∈ E(G)). Then we can define a weight (or probability) W (p̃) by

W (p̃) =

n
∏

j=1

p(xj−1(p̃),xj(p̃))

and, of course, we get

p(n)
w,v =

∑

W (p̃),

where the sum is taken over all paths p̃ of length n with x0(p̃) = w and xn(p̃) = v.

This means that the calculation of p
(n)
w,v can be viewed as a combinatorial enumera-

tion problem of weighted paths of length n. In this context it is natural to introduce
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the power series (of generating functions)

Mw,v(x) =
∑

n≥0

p(n)
w,vx

n.

The (infinite) matrix M(x) = (Mw,v(x))w,v∈V (G) can be then viewed as

M(x) = (I − xP)−1.

In what follows we will use the combinatorial interpretation to derive explicit for-
mulae for (the first m rows of) M(x).

For this purpose we also define proper submatrices of order m

Mk,`(x) = (Mw,v(x))w∈Kk,v∈K`

that correspond to the transition from Kk to K`.
Since we are only interested in processes Xn starting in K0 we will only state a

result for M0,`(x). However, it is an easy exercice to derive formulae for all Mk,`(x),
compare with the remark after the proof of Lemma 9.

Lemma 9. Let N(x) denote the (analytic) solution with N(0) = I of the matrix
equation

N(x) = I + xA1 N(x) + x2A0 N(x)A2 N(x). (11)

Then

M0,`(x) = x`
(

I − xB − x2A0 M(x)A2

)−1
(A0 N(x))

`
. (12)

Proof. In order to make the situation simpler we will first consider the case m = 1,
that is, the corresponding graph is just the line of non-negative integers (and the
transition matrix P is a tri-diagonal matrix). We will heavily make use of the
combinatorial description of with help of weighted paths p̃.PSfrag replacements

−1 0 1 2

a2a2a2

a0a0a0

a1a1a1a1

Figure 2. Random walk on the integers

We start with a property of one-sided paths on the integers (see Figure 2). Let
Yn denote the random walk on the integers (see Figure 2) with Y0 = 0. For this
random walk we consider the generating function of one-sided return probabilities

N(x) =
∑

n≥0

Pr{Y1 ≥ 0, Y2 ≥ 0, . . . , Yn−1 ≥ 0, Yn = 0|Y0 = 0} · xn. (13)

Of course, the probabilities can be interpreted as sums of weights. First we show
that N(x) satisfies the functional equation

N(x) = 1 + a1xN(x) + a0a2x
2N(x)2 (14)

This equation is immedialtely clear by writing it in slightly different way:

N(x) = 1 + a1x · N(x) + a0x · N(x) · a2x · N(x);
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and by looking at the following recursive description. First, 1 is related to the
case n = 0. Next, if the first step of the path is a loop (with probability a1) then
the remaining part is just a non-negative path from 0 to 0, the corresponding
contribution is a1x · M(x). If the first step goes to the right (with probability a0)
then we decompose the path into four parts: into this first step from 0 to the right,
into a part from 1 to 1 that is followed by the first step back from 1 to 0, the third
part is this step back, and finally into the last part that is again a non-negative
path from 0 to 0. Hence, in terms of generating functions this case contributed
a0x · N(x) · a2x · N(x). This completes the proof of (14).

With help of the same reasoning one gets the relation

M0,0(x) = 1 + bxM0,0(x) + a0xN(x)a2xM0,0(x)

that proves the proposed representation for M0,0(x).
Next we have M0,1(x) = M0,0(x)a0xN(x). Here we have to divide all paths from

0 to 1 into three parts. The first part is just the path from 0 to 0 that is followed
by the last step from 0 to 1. This step is the second part, and the third part is
a non-negative path from 1 to 1. In a similar way we also obtain the recurrence
M0,`+1(x) = M0,`(x)a0xN(x).

The proof in the general case (m > 1) is exactly the same and already appears
(for a special case) in [13], compare also with [8]. We first consider a two-sided
infinite periodic graph (containing components K`, ` ∈ Z and random walks Yn

that start in K0 and do not go to the negative part). This leads to a matrix gen-
erating function N(x) that satisfies (11). And with help of N(x) we directly get
representations for M0,`(x):

M0,0(x) = I + BxM0,0(x) + A0xN(x)A2xM0,0(x)

and

M0,`+1(x) = M0,`(x)A0xN(x).

Of course, this proves (12). �

Remark . As already indicated it is also possible to get explicit formulae for
all matrices Mk,`(x). We just state corresponding recurrences from which these
representation can be derived:

M`+1,`+1(x) = I+A1xM`+1,`+1(x)+A0xN(x)A2xM`+1,`+1(x)+A2xM`,`(x)A0xN(x)

or

M`+1,`+1(x) =
(

I − xA1 − x2A0 M(x)A2

)−1
(I + A2xM`,`(x)A0xN(x)) ,

further

Mk,k+`+1(x) = Mk,k+`(x)A0xN(x),

and

Mk+`+1,`(x) = N(x)A2xMk+`,`(x).

Remark . Lemma 9 is contained in [5] in a slightly more general form.
Note further that the generating function N(x) is closely related to the generating

functions U(x), G(x), and R(x) presented in [9, p. 96]. We have N(x) = 1/(1 −
U(x)), G(x) = M(x) · dx, and R(x) = cx · M(x).

Moreoever, for x = 1 the matrix N = N(1) is also related to the matrices U, G,
and R of [9, p. 137], in particular, N = (I −U)−1, G = ND, and R = CN.
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3.2. Continuous Quasi Birth and Death Processes. There exists a continuous
analogon the discrete QBD. Here we have a continuous time Markov process X(t)
on G with infinitesimal generator Q of the same form

Q =















B A0 0 0 · · ·
A2 A1 A0 0 · · ·
0 A2 A1 A0 0 · · ·
0 0 A2 A1 A0 · · ·
...

. . .
. . .

. . .
. . .















, (15)

where A0,A1,A2, and B are square matrices of order m such that A0 and A2 are
non-negative and the matrices B and A1 have non-negative off-diagonal elements
whereas the diagonal elements are stricly negative so that the row sums are all
equal to zero, that is, (B + A0)1 = 0 and (A0 + A1 + A2)1 = 0.

By definition it is clear that the matrix eQt = (q
(t)
w,v)w,v∈G contains the proba-

bilities

q(t)
w,v = Pr{X(t) = v|X(0) = w}.

Similarly to the discrete case we now consider the Laplace transforms

M̂w,v(s) =

∫ ∞

0

Pr{X(t) = v|X(0) = w} e−st dt

and the infite matrix M̂(s) = (M̂w,v(s))w,v∈V (G). By the above property we can

rewrite M̂(s) as

M̂(s) = (sI −Q)−1.

This means that M̂(s) has almost the same representation as M(x) in the discrete
case. Consequently we also get (almost) the same explicit representation for

M̂k,`(s) =
(

M̂w,v(s)
)

w∈Kk,v∈K`

.

Lemma 10. Let N(x) denote the (analytic) solution with N(0) = I of the matrix
equation

N(x) = I + xA1 N(x) + x2A0 N(x)A2 N(x). (16)

Then

M̂0,`(s) =

(

sI −B−A0
1

s
N

(

1

s

)

A2

)−1(

A0
1

s
N

(

1

s

))`

. (17)

Remark . Note that N̂(s) := 1
sN
(

1
s

)

can be also characterized by

sN̂(s) = I + A1 N̂(s) + A0 N̂(s)A2 N̂(s)

with lim
s→∞

sN̂(s) = I and M0,`(s) is then given by

M̂0,`(s) =
(

sI −B−A0 N̂ (s) A2

)−1 (

A0 N̂ (s)
)`

.

Proof. We can proceed in a formal way. First we define weights W (p̃) for paths
on G with help of the infinite generator matrix Q and obtain representations for
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generating functions that “count” weighted paths or, equivalently, explicit repre-
sentations of the first m rows of the matrix M(x) = (I − xQ)−1. However, the
Laplace transform of interest is given by

M̂(s) = (sI −Q)−1 =
1

s

(

I − 1

s
Q

)−1

.

Consequently, M̂k,`(s) = 1
sMk,`

(

1
s

)

. Thus, Lemma 17 follows (formally) from
Lemma 12. �

4. The Asymptotic Behaviour of Homogeneous QBD’s

In this section we apply the asymptotic enumeration methods of section 2 to
homoegeneous QBD’s. The discrete case has been already treated by the author
[5]. Furthermore, some parts of the results are definitely not new, e.g. the positive
recurrent case is very well studied, see [9]. Nevertheless, it seems that the kind of
approch is novel.

4.1. One-Dimensional Discrete QBD’s. We start with the most easy example,
namely with one-dimensional QBD’s that can be interpreted as random walks on
the non-negative integers.

Theorem 1. Suppose that a0, a1, a2 and b are positive numbers with a0 +a1 +a2 =
b + a0 = 1; and let Xn be the discrete QBD on the non-negative integers with
transition matrix

P =















b a0 0 0 · · ·
a2 a1 a0 0 · · ·
0 a2 a1 a0 0 · · ·
0 0 a2 a1 a0 · · ·
...

. . .
. . .

. . .
. . .















.

(1) If a0 < a2 then we have

lim
n→∞

Pr{Xn = `|X0 = 0} =
a2 − a0

a2

(

a0

a2

)`

(` ≥ 0).

that is, Xn is positive recurrent. The distribution of Xn converges to the
stationary distribution.

(2) If a0 = a2 then Xn is null recurrenct and Xn/
√

2a0n converges weakly to
the absolute normal distribution. In particular, we have, as n → ∞, and
uniformly for all ` ≤ C

√
n (where C > 0 is an arbitrary constant)

Pr{Xn = `} =
1√

na0π
exp

(

− `2

4a0n

)

+ O
(

`

n3/2

)

.

(3) If a0 > a2 then Xn is non recurrent and

Xn − (a0 − a2)n
√

(a0 + a2 − (a0 − a2)2)n

converges weakly to the standard normal distribution. We also have, as
n → ∞ and uniformly for all ` ≥ 0 with |` − (a0 − a2)n| ≤ C

√
n (where
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C > 0 is an aribtrary constant)

Pr{Xn = `}

=
1

√

2π(a0 + a2 − (a0 − a2)2)n
exp

(

− (` − (a0 − a2)n)2

2(c + d − (c − d)2)n

)

+ O
(

1

n

)

.

Remark . With a little bit more effort it can be shown that in the case a0 = a2

the normalized discrete processes
(

Xbtnc√
2a0n

, t ≥ 0

)

n≥1

converges weakly to a reflected Brownian motion as n → ∞; and for a0 < a2 the
processes

(

Xbtnc − t(a0 − a2)n
√

(a0 + a2 − (a0 − a2)2)n
, t ≥ 0

)

n≥1

converges weakly to the standard Brownian motion.

We split the proof into several lemmas.

Lemma 11. Let N(x) be given by (14). Then we explicitly have

N(x) =
1 − a1x −

√

(1 − a1x)2 − 4a0a2x2

2a0a2x2
.

The radius of convergence x0 is given by

x0 =
1

a1 + 2
√

a0a2
=

1

1 − (
√

a0 −
√

a2)
2
.

If a1 > 0 then x0 is also the only singularity on the circle of convergence |x| = x0.
Furthermore, N(x) has a local expansion of the form

N(x) =
a1 + 2

√
a0a2√

a0a2
−
(

a1 + 2
√

a0a2√
a0a2

)3/2

·
√

1 − (a1 + 2
√

a0a2)x

+ O (1 − (a1 + 2
√

a0a2)x) (18)

around its singularity x = x0.

Proof. The proof is immediate. �

Lemma 12. Suppose that a0 < a2. Then the radius of convergence of M0,`(x)
(` ≥ 0) is x1 = 1, that is also a polar singularity of order 1. Furthermore, we have

lim
n→∞

Pr{Xn = K`} =
a2 − a0

a2

(

a0

a2

)`

(` ≥ 0). (19)

Proof. First note that (for a0 < a2) we have N(1) = 1/a2 and N ′(1) = (1 − a2 +
a0)/(a2(a2 − a0)). Thus,

1 − bx − a0a2z
2N(x) =

a2

a2 − a0
(1 − x) + O

(

(1 − x)2
)

.

and consequently

M0,`(x) =
a2 − a0

a2

(

a0

a2

)`
1

1 − x
+ T (x)
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for |x| < 1/(a1 + 2
√

a0a2), where T (x) is an analytic function that has radius of
convergence larger than 1. (Note that 1/(a1+2

√
a0a2) > 1.) Of course, this directly

implies (19), compare also with Lemma 3. �

The most interesting case is the case a0 = a2.

Lemma 13. Suppose that a0 = a2. Then the radius of convergence of M`(x) (` ≥ 0)
is x1 = 1 that is also an algebraic singularity. Here we get, as n → ∞, and uniformly
for all ` ≤ C

√
n (where C > 0 is an arbitrary constant)

Pr{Xn = `} =
1√

na0π
exp

(

− `2

4a0n

)

+ O
(

`

n3/2

)

. (20)

Proof. The essential difference between the present case and that of Lemma 12 is
that N(x) is not regular at x = 1. We have to use the singular expansion (18) of
Lemma 11 and obtain (around x = 1)

1 − bx − a0a2x
2N(x) =

√
a0

√
1 − x + O (|1 − x|) .

Furthermore

a0xN(x) = 1 − 1√
a0

√
1 − x + O (|1 − x|) .

Thus, we can directly apply Lemma 6 and obtain (20). �

The analysis of the final case a0 > a2 is a little bit different from the previous
ones. In the first two cases the singular behaviour of M0,`(x) around the point
x0 = 1 has governed the asymptotic behaviour of the coefficients. In the third case
we will again work around the critial point x0 = 1 but now with help of a saddle
point method. The radius of convergence is larger than 1.

Lemma 14. Suppose that a0 > a2. Then Xn satisfies a central limit theorem with
mean value EXn ∼ (a0 −a2)n and Var Xn ∼ (a0 +a2− (a0 −a2)

2)n. In particular
we have the following local limit theorem:

Pr{Xn = `}

=
1

√

2π(a0 + a2 − (a0 − a2)2)n
exp

(

− (` − (a0 − a2)n)2

2(a0 + a2 − (a0 − a2)2)n

)

+ O
(

1

n

)

.

as n → ∞ and uniformly for all ` ≥ 0 with |` − (a0 − a2)n| ≤ C
√

n (where C > 0
is an aribtrary constant)

Proof. Note first that M0,`(x) = M0,0(x)(a0xN(x))` and that x1 = 1 is a regular
point of M0,0(x) and N(x). Thus, we can apply Lemma 8 for r = 1 with ρ(x) =
M0,0(x) and y(x) = a0xN(x). Since N(1) = 1/a0 and N ′(1) = (1−a0+a2)/(a0(a0−
a2)) we have µ(1) = 1/(a0−a2). Similarly we get σ2(1) = (a0+a2−(a0−a2)

2)/(a0−
a2). This completes the proof of Lemma 14. �

4.2. General Homogeneous Discrete QBD’s. The next step is to generalize
Theorem 1 to m-dimensional discrete QBD’s. In the formulation of the theorem
we will also use the interpretation of Xn as a random walk on the “one-sided
periodic graph” G. Recall that the vertices V (G) of G consist of infinite copies
V (K0), V (K1), . . . of the vertices of the complete di-graph K of m nodes. For v ∈
V (K`) then ṽ will denote the corresponding node in K.
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Theorem 2. Let A0,A1,A2 and B be square matrices of order m with non-
negative elements with such that (B + A0)1 = 1 and (A0 + A1 + A2)1 = 1,
that is, the infinite matrix P from (10) is a transition matrix of a Markov process.
Furthermore suppose that the matrices B is primitive irreducible, that no row of
A0 is zero, and that A2 is non-zero.

Let Xn denote a corresponding QBD with X0 ∈ K0 (resp. a random walk on G
with X0 ∈ K0) and let x0 denote the radius of convergence of the entries of N(x)
and x1 that of M0,0(x).

(1) If x0 > 1 and x1 = 1 then Xn is positive recurrent and for all v ∈ V (G) =
V (K0) ∪ V (K1) ∪ · · · we have

lim
n→∞

Pr{Xn = v} = pv,

where (pv)v∈V (G) is the (unique) stationary distribution on G. Furthermore,
the matrix R = A0 ·N(1) (where all eigenvalues have moduli < 1) satisfies

p`+1 = p`R, (21)

in which p` = (pv)v∈K`
.

(2) If x0 = x1 = 1 then Xn is null recurrent and there exist ρv′ > 0 (v′ ∈ V (K))
and η > 0 such that, as n → ∞, and (uniformly for all ` ≤ C

√
n with an

arbitrary constant C > 0)

Pr{Xn = v} = ρṽ

√

1

nπ
exp

(

− `2

4ηn

)

+ O
(

1

n

)

(v ∈ V (K`)). (22)

(3) If x1 > 1 then Xn is non recurrent and there exist τv′ > 0 (v′ ∈ V (K)),
µ > 0 and σ > 0 such that, as n → ∞ and uniform for all ` ≥ 0,

Pr{Xn = v} =
τṽ√
n

exp

(

− (` − µn)2

2σ2n

)

+ O
(

1

n

)

(v ∈ V (K`)). (23)

Remark . Theorem 2 is, of course, a direct generalization of Theorem 1. As above
the second and the third case can be generalized to functional limit theorems in the
following sense. For v ∈ V (K`) set v̂ := `. Then X̂n is a process on the non-negative

integers and after a proper scaling X̂n can be approximated by a reflected Brownian
motion or by a Brownian motion. Note further that the matrix R = A0 · N(1) in
the first part of Theorem 2 is the classical R-matrix for positive recurrent quasi-
birth-and-death processes, it also satisfies the equation R = A0 + RB + R2A2,
compare with [9, Theorem 6.2.1].

We also want to mention that that assumption that B is primitive irreducible is
only used in the second part of the theorem.

Before we start with the proof of Theorem 2 we present a proper generalization
of Lemma 11.

Lemma 15. Suppose that B is a primitive irreducible matrix and let N(x) =
(Nv,v′(x))v,v′∈V (K) denote the solution of (11). Then all functions Nv,v′(x) have a
common radius of convergence x0 ≥ 1. Furthermore, x0 is the only singularity on
the circle of convergence |x| = x0 and there is a local expansion of the form

N(x) = Ñ1 − Ñ2

√

1 − x

x0
+ O

(

1 − x

x0

)

(24)

around its singularity x = x0, where Ñ1 and Ñ2 are matrices with positive elements.
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Proof. The relation (11) is a system of m2 algebraic equation for the functions
Nv,v′(x) that can be written in the form y(x) = F(x,y(x)), where y(x) is just the
vector of functions Nv,v′(x) and F(x,y) is a proper (non-linear) polynomial vector
function with non-negative coefficients. By assumption B is irreducible (and non-
negative). Thus, the so-called dependency graph of this system is strongly connected.
Consequently, by Lemma 4 all (algebraic) functions Nv,v′(x) have the same finite
radius of convergence a squareroot singularity at x = x0 of the form (24), where all

entries of Ñ1 and Ñ2 are positive.
The assumption that B is primitive implies that all (sufficiently large) coefficients

of the power series Nv,v′(x) are positive. This property ensures that x = x0 is the
only singularity on the circle of convergence |x| = x0 (compare with the proof of
Lemma 4.

Finally, we surely have x0 ≥ 1. For, if x0 < 1 then the coefficients of Nv,v′(x)
are unbounded. However, the coefficients of Nv,v′(x) are probabilities (compare also
with (13)) and thus bounded. This completes the proof of the lemma. �

Proof. (Theorem 2) First, let us consider the case x0 > 1 and x1 = 1. By assump-
tion, x = 1 is a regular point of M(x) and, thus, the function

f(x) = det
(

I − xB − x2A0 N(x)A2

)

is regular at x = 1 and satisfies f(1) = 0. Equivalently, 1 is an eigenvalue of the
matrix B +A0 N(1)A2. Since the matrix B +A0 N(1)A2 is primitive irreducible,
1 is a simple eigenvalue. Consequently x = 1 is a simple zero of f(x) (and there
are no further zeros on the circe |x| = 1). Hence all functions of the inverse matrix
(

I− xB − x2A0 N(x)A2

)−1
have a simple pole at x = 1 (and no other singularities

on the circe |x| = 1). Thus, it follows as in the proof of Lemma 12 that the limits

lim
n→∞

Pr{Xn = w}

exist for w ∈ V (L). Similarly we get the existence of the corresponding limits for
v ∈ K` and (21) with R = A0 N(1). Since

∑

v∈V (G) pv = 1 the moduli of all

eigenvalues of R have to be smaller than 1.

Next, suppose that x0 = x1 = 1. Now N(x) is singular at x = 1 and behaves like
(24). We also have f(1) = 0 (with f(x) from above) and by using the definition of
the determinant it also follows that f(x) has a squareroot singularity of the form

f(x) = c
√

1 − x + O (|1 − x|) ,

where c 6= 0. (If we consider s =
√

1 − x as a new variable then it follows as in the

first part of the proof that f(x) = f̃(s) has a simple zero in s. Thus, c 6= 0.)
Next, consider the powers (xA0 N(x))`. By assumption xA0 N(x) has just pos-

tive entries (for real x with 0 < x ≤ 1). Hence, there exists a unique positive eigen-
value λ(x) of xA0 N(x) such that the moduli of all other eigenvalues are smaller
than λ(x). By continuity this is also true in a neighborhood of the real axis. Thus,

(xA0 N(x))` = λ(x)`Q + O
(

λ(x)(1−η)`
)

for some matrix Q and some η > 0. Since N(x) has a squareroot singularity at
x = 1, the eigenvalue λ(x) has the same property:

λ(x) = c1 − c2

√
1 − x + O (|1 − x|) .
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Hence, we are in a similar situation as in Lemma 13 and (22) follows; with the only
difference that an additional factor c`

1 = λ(1)` appears. However, if c1 < 1 then
the probabilities do not sum up to 1 but the sum is bounded by O (1/

√
n). On

the other hand, if c1 > 1 then the sum of the probabilities does not converge. This
provides c1 = 1 and completes the proof of the second part of Theorem 2.

Finally, suppose that x1 > 1. Then we also have x0 > 1. Thus, if we consider
M0,`(x) in a neighborhood of x = 1 then all components of M0,`(x) behave (almost)
as powers of λ(x) (the largest eigenvalue of xA0 N(x)) that is now analytic at x = 1.
Thus, we can again use the (saddle point) methods of Lemma 8 and obtain (23),
however, again with a factor λ(1)`. As above it follows that λ(1) = 1 and we are
done. Note that µ = 1/λ′(1). �

4.3. One-Dimensional Continuous QBD’s. As in the discrete case we first
study the one-dimensional continuous case first. Note that the results are of com-
pletely the same structure.

Theorem 3. Suppose that q0 and q2 are positive numbers, q1 = −q0 − q2 and
b0 = −q0; and let X(t) be the continuous QBD on the non-negative integers with
generator matrix

P =















b0 q0 0 0 · · ·
q2 q1 q0 0 · · ·
0 q2 q1 q0 0 · · ·
0 0 q2 q1 q0 · · ·
...

. . .
. . .

. . .
. . .















.

(1) If q0 < q2 then we have

lim
t→∞

Pr{X(t) = `|X(0) = 0} =
q2 − q0

q2

(

q0

q2

)`

(` ≥ 0).

that is, X(t) is positive recurrent. The distribution of X(t) converges to the
stationary distribution.

(2) If q0 = q2 then X(t) is null recurrent and X(t)/
√

2q0t converges weakly to
the absolute normal distribution. In particular, we have, as t → ∞, and
uniformly for all ` ≤ C

√
t (where C > 0 is an arbitrary constant)

Pr{X(t) = `} =
1√
tq0π

exp

(

− t2

4q0t

)

+ O
(

`

t3/2

)

.

(3) If q0 > q2 then X(t) is non recurrent and

X(t) − (q0 − q2)t
√

(q0 + q2)(q0 − q2)−2t

converges weakly to the standard normal distribution. We also have, as
t → ∞ and uniformly for all ` ≥ 0 with |` − (q0 − q2)t| ≤ C

√
t (where

C > 0 is an aribtrary constant)

Pr{X(t) = `}

=
1

√

2π(q0 + q2)(q0 − q2)−2t
exp

(

− (` − (q0 − q2)t)
2

2(q0 + q2)(q0 − q2)−2t

)

+ O
(

1

t

)

.

The structure of the proof of Theorem 3 is also very similiar to the proof of
Theorem 1. We start with an analogue to Lemma 11.
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Lemma 16. Let N(x) be the power series solution of

N(x) = 1 + q1xN(x) + q0q2x
2N(x)2,

where q1 = −q0 − q2 and q0 and q2 are positive, and set N̂(s) = 1
sN
(

1
s

)

. Then we
explicitly have

N̂(s) =
s + (q0 + q2) −

√

s2 + 2(q0 + q2)s + (q0 − q2)2

2q0q2
.

N̂(s) is singular at s1 = −(q0 +q2)+2
√

q0q2 ≤ 0 and s2 = −(q0 +q2)−2
√

q0q2 < 0

Furthermore, N̂(s) has a local expansion around s1 = −(q0 + q2)+2
√

q0q2 of the
form

N̂(s) =
1√
q0q2

− 1
(√

q0q2

)3/2

√

s − (−q0 − q2 + 2
√

q0q2)

+ O (|s − (−q0 − q2 + 2
√

q0q2)|) . (25)

With help of N̂(s) we can express the Laplace transforms M̂0,`(s) of the function
t 7→ Pr{X(t) = `|X(0) = 0} by

M̂0,`(s) =

(

q0N̂(s)
)`

s + q0 − q0q2N̂(s)
.

Instead of using Cauchy’s formula we will apply the inverse Laplace transform to
get some asymptotic information on

Pr{X(t) = `|X(0) = 0} =
1

2πi

∫ c+i∞

c−i∞
M̂0,`(s)e

st ds.

Lemma 17. Suppose that q0 < q2. Then the Laplace transform M̂0,`(s) (` ≥ 0)

converges for <(s) > 0. Furthermore, M̂0,`(s) has a polar singularity of order 1 with

residue (q2 − q0)/q2 (q0/q2)
` at s = 0 and sM̂0,`(s) can be analytically continued to

<(s) > −η for some η > 0. Consequently,

lim
t→∞

Pr{X(t) = K`} =
q2 − q0

q2

(

q0

q2

)`

(` ≥ 0). (26)

Proof. First note that N̂(s) is surely analytic for <(s) > −q0 − q2 + 2
√

q0q0 and,

thus, regular for s = 0. Further, (for q0 < q2) we have N̂(0) = 1/q2 and N̂ ′(0) =
−1/(q0(q0 − q2)). Thus,

s + q0 − q0q2N̂(s) =
q2

q0 − q2
s + O

(

s2
)

.

and consequently

M̂0,`(s) =
q2 − q0

q2

(

q0

q2

)`
1

s
+ T̂ (s),

where T̂ (s) is analytic for <(s) > −η for some η > 0. Of course, this directly implies
(26). �

The case q0 = q2 is (again) quite interesting.
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Lemma 18. Suppose that q0 = q2. Then the Laplace transform M̂0,`(s) (` ≥ 0)
converges for <(s) > 0. There is an algebraic singularity at s = 0 and an analytic
continuation to a region of the form <(s) > −η, | arg(s)| < π (for some η > 0).

Furthermore, we have, as t → ∞, and uniformly for all ` ≤ C
√

t (where C > 0 is
an arbitrary constant)

Pr{X(t) = `|X(0) = 0} =
1√
tq0π

exp

(

− `2

4q0t

)

+ O
(

`

t3/2

)

. (27)

Proof. For q0 = q2 we first obtain

s + q0 − q0q2N̂(s) =
√

q0

√
s + O (|s|) .

Furthermore

q0N̂(s) = 1 − 1√
q0

√
s + O (|s|) .

In fact, we are now almost in the same situation as in Lemma 6. However, instead
of Cauchy’s formla we use the inverse Laplace transform

Pr{X(t) = `|X(0) = 0} =
1

2πi

∫

γ

M̂0,`(s)e
st ds,

where γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 is given by

γ1 =
{

s = −z

t

∣

∣

∣ |z| = 1,<z ≤ 0
}

γ2 =
{

s = −z

t

∣

∣

∣ 0 < <z ≤ log2 t,=z = 1
}

γ3 = γ2

γ4 =
{

s | <(s) = −(log2 t)/t, =(s) > 1/t
}

.

The integral over γ4 is (as usual) negligible. If we use the substitution s = −z/t for
the remaining integral (that is, s ∈ γ1 ∪ γ2 ∪ γ3 corresponds to z ∈ γ ′) then this
integral is asymptotically of the same structure as the integral in Lemma 6. Hence
we directly obtain (27). �

The analysis of the final case q0 > q2 relies (again) on a saddle point approxi-
mation.

Lemma 19. Suppose that q0 > q2. Then X(t) satisfies a central limit theorem with
mean value EX(t) ∼ (q0 − q2)t and Var X(t) ∼ (q0 + q2)(q0 − q2)

−2t. In particular
we have the following local limit theorem:

Pr{X(t) = `}

=
1

√

2π(q0 + q2)(q0 − q2)−2t
exp

(

− (` − (q0 − q2)t)
2

2(q0 + q2)(q0 − q2)−2t

)

+ O
(

1

t

)

.

as t → ∞ and uniformly for all ` ≥ 0 with |` − (q0 − q2)t| ≤ C
√

t (where C > 0 is
an aribtrary constant)

Proof. Here we have M̂0,`(s) = M̂0,0(s)(q0N̂(s))`, where s = 0 is a regular point of

M̂0,0(s) and N̂(s). The inverse Laplace transfrom

Pr{X(t) = `|X(0) = 0} =
1

2πi

∫ i∞

−i∞
M̂0,`(s)e

st ds,
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is now concentrated around s = 0. In fact, a usual saddle point method (that is
completely similar to that of Lemma 7 resp. Lemma 8) leads to the proposed result.

The crucial step is to observe that s = 0 is the saddle point or the function

s 7→ est+` log(q0N̂(s)) = e(t−`/(q0−q2))s− 1
2 `(q0+q2)(q0−q2)−3s2+O(s3)

if ` = (q0 − q2)t (and is also a proper approximation of a saddle point if ` =
(q0 − q2)t + O

(√
t
)

). �

4.4. General Homogeneous Continuous QBD’s. Finally we generalize Theo-
rem 3 to m-dimensional continuous QBD’s. One crucial step in the proof of Theo-
rem 4 is to provide an analogue to Lemma 16. Since the matrix A1 has positive and
negative entries we cannot apply Lemma 4 directly. Nevertheless, it seems that an
analogue to Lemma 16 is actually true. For example, in the one-dimensional case
we could have applied Lemma 4 by replacing x by −x.

Theorem 4. Let A0,A1,A2 and B be square matrices of order m such that A0

and A2 are non-negative and the matrices B and A1 have non-negative off-diagonal
elements whereas the diagonal elements are stricly negative so that the row sums
are all equal to zero: (B + A0)1 = 0 and (A0 + A1 + A2)1 = 0, that is, the
infinite matrix Q from (15) is a generator matrix of a homogeneous continuous
QBD process. Furthermore suppose that the matrices B is primitive irreducible,
that no row of A0 is zero, that A2 is non-zero, and that the system of equations
(11) has a solution of the form (24), that is, all entries of N(x) have the same
radius of convergence and the dominant singularity is of squareroot type.

Let X(t) denote a corresponding QBD process with X(0) ∈ K0 and let σ0 denote

the abscissa of convergence of N̂(s) and σ1 that of M̂0,0(s).

(1) If σ0 < 0 and σ1 = 0 then X(t) is positive recurrent and for all v ∈ V (G) =
V (K0) ∪ V (K1) ∪ · · · we have

lim
t→∞

Pr{X(t) = v} = pv,

where (pv)v∈V (G) is the (unique) stationary distribution on G. Furthermore,

the matrix R = A0 · N̂(0) (where all eigenvalues have moduli < 1) satisfies

p`+1 = p`R, (28)

in which p` = (pv)v∈K`
.

(2) If σ0 = σ1 = 0 then X(t) is null recurrent and there exist ρv′ > 0 (v′ ∈
V (K)) and η > 0 such that, as t → ∞, and (uniformly for all ` ≤ C

√
t

with an arbitrary constant C > 0)

Pr{X(t) = v} = ρṽ

√

1

tπ
exp

(

− `2

4ηt

)

+ O
(

1

t

)

(v ∈ V (K`)). (29)

(3) If σ1 > 0 then X(t) is non recurrent and there exist τv′ > 0 (v′ ∈ V (K)),
µ > 0 and σ > 0 such that, as t → ∞ and uniform for all ` ≥ 0,

Pr{X(t) = v} =
τṽ√

t
exp

(

− (` − µt)2

2σ2t

)

+ O
(

1

t

)

(v ∈ V (K`)). (30)

Proof. The proof is a direct extension of the proof of Theorem 3 by using the ideas
of the proof of Theorem 2. �
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