Abstract. This book aims to introduce the reader to the geometry of surfaces and submanifolds in the conformal $n$-sphere. Various models for Möbius geometry are presented: the classical projective model, the quaternionic approach, and an approach that uses the Clifford algebra of the space of homogeneous coordinates of the classical model — the use of 2-by-2 matrices in this context is elaborated. For each model in turn applications are discussed. Topics comprise conformally flat hypersurfaces, isothermic surfaces and their transformation theory, Willmore surfaces, orthogonal systems and the Ribaucour transformation, as well as analogous discrete theories for isothermic surfaces and orthogonal systems. Certain relations with curved flats, a particular type of integrable system, are revealed.
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<tr>
<td>Metric</td>
<td>Projective</td>
<td>Minkowski</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>$S^n \subset \mathbb{R}^{n+1}$</td>
<td>$S^n \subset \mathbb{RP}^{n+1}$</td>
<td>$L^{n+1} \subset \mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>point: $p \in S^n$</td>
<td>$p \in S^n \subset \mathbb{RP}^{n+1}$</td>
<td>lightlike vector $p \in \mathbb{R}^{n+2}$, $\langle p, p \rangle = 0$</td>
</tr>
<tr>
<td>sphere: $S \subset S^n$</td>
<td>$S \in \mathbb{RP}^{n+1}$</td>
<td>spacelike vector $S \in \mathbb{R}^{n+2}$, $\langle S, S \rangle &gt; 0$</td>
</tr>
<tr>
<td>incidence: $p \in S$</td>
<td>$S \in \text{pol}[p] \cong T_p S^n$</td>
<td>orthogonality $\langle p, S \rangle = 0$</td>
</tr>
<tr>
<td>orthogonal intersection: $S_1 \cap_1 S_2$</td>
<td>$pol[S_j]$</td>
<td>orthogonality $\langle S_1, S_2 \rangle = 0$</td>
</tr>
<tr>
<td>intersection angle: $S_1 \cap_0 S_2$</td>
<td>—</td>
<td>scalar product $\cos^2 \alpha = \frac{</td>
</tr>
<tr>
<td>elliptic sphere pencil: ${S \mid S_1 \cap S_2 \subset S}$</td>
<td>line not meeting $S^n$: $\text{inc}[S_1, S_2]$</td>
<td>spacelike 2-plane: $S_1 \land S_2, \langle S_1, S_2 \rangle = 0$</td>
</tr>
<tr>
<td>parabolic sphere pencil: ${S \mid p \in S, T_p S = T_p S_0}$</td>
<td>line touching $S^n$: $\text{inc}[p, S_0]$</td>
<td>degenerate 2-plane: $p \land S_0, \langle p, S_0 \rangle = 0$</td>
</tr>
<tr>
<td>hyperbolic sphere pencil: ${S \mid p_1, p_2 \in \tilde{S} \Rightarrow S \perp \tilde{S}}$</td>
<td>line intersecting $S^n$: $\text{inc}[p_1, p_2]$</td>
<td>Minkowski 2-plane: $p_1 \land p_2, p_1 \neq p_2$</td>
</tr>
<tr>
<td>elliptic sphere complex: ${S \mid S \cap K \cong S_\infty}$</td>
<td>hyperplane intersecting $S^n$: $\text{pol}[K]$</td>
<td>Minkowski hyperplane: ${K}^\perp, \langle K, K \rangle &gt; 0$</td>
</tr>
<tr>
<td>parabolic sphere complex: ${S \mid S \ni K \cong p_\infty}$</td>
<td>hyperplane touching $S^n$: $\text{pol}[K] \cong T_{p_\infty} S^n$</td>
<td>degenerate hyperplane: ${K}^\perp, \langle K, K \rangle = 0$</td>
</tr>
<tr>
<td>hyperbolic sphere complex: ${S \mid S \perp K \cong 0 \in \mathbb{R}^{n+1}}$</td>
<td>hyperplane not meeting $S^n$: $\text{pol}[K] \cong \mathbb{RP}^{n+1} \setminus \mathbb{R}^{n+1}$</td>
<td>spacelike hyperplane: ${K}^\perp, \langle K, K \rangle &lt; 0$</td>
</tr>
<tr>
<td>$m$-sphere: $S: p_i \in S$, dim$S = m$</td>
<td>$(m + 1)$-plane intersecting $S^n$: $\text{inc}[p_1, \ldots, p_{m+2}]$</td>
<td>Minkowski $(m + 2)$-space: $p_1 \land \ldots \land p_{m+2}$</td>
</tr>
<tr>
<td>$(n - m)$-sphere: $S_1 \cap \ldots \cap S_m$</td>
<td>$(m - 1)$-plane in “outer space”: $\text{inc}[S_1, \ldots, S_m]$</td>
<td>spacelike $m$-space: $S_1 \land \ldots \land S_m$</td>
</tr>
<tr>
<td>inversion: $p \mapsto \frac{\sin^2(\varphi)p - 2(p_m \cos \varphi)m}{1 - 2p_m \cos \varphi + \cos^2 \varphi}$</td>
<td>polar reflection: —</td>
<td>reflection: $p \mapsto p - 2 \frac{\langle p, S \rangle}{\langle S, S \rangle} S$</td>
</tr>
<tr>
<td>Möbius transformation: $\mu \in \text{Mob}(n)$</td>
<td>projective transformation: $\mu \in PGL(n + 2), \mu(S^n) = S^n$</td>
<td>Lorentz transformation: $\mu \in O_1(n + 2)$</td>
</tr>
</tbody>
</table>

Fig. T.1. The classical model of Möbius geometry
<table>
<thead>
<tr>
<th>Metric</th>
<th>Projective</th>
<th>Minkowski</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^n \subset \mathbb{R}^{n+1}$</td>
<td>$S^n \subset \mathbb{RP}^{n+1}$</td>
<td>$L^{n+1} \subset \mathbb{RP}_{1}^{n+2}$</td>
</tr>
<tr>
<td>space of const. curvature: $S^n_\kappa, \mathbb{R}^3, H^n_\kappa \cup H^n_\kappa = M^n_\kappa$</td>
<td>... the base-mf becomes... $S^n \setminus \partial_\infty M^n_\kappa$</td>
<td>quadric: $Q^n_\kappa \subset L^{n+1}$</td>
</tr>
<tr>
<td>sphere complex: ${S \subset M^n_\kappa</td>
<td>\parallel \equiv 0}$</td>
<td>hyperplane: $\text{pol}[\mathcal{K}]$</td>
</tr>
<tr>
<td>immersion: $f : M^m \rightarrow S^n$</td>
<td>proj. immersion: $\forall p, v : f(p) \neq \partial_v f(p)$</td>
<td>spacelike immersion: $\langle df, df \rangle &gt; 0$</td>
</tr>
<tr>
<td>sphere congruence: $M^m \ni p \mapsto S(p) \subset S^n$</td>
<td>sphere congruence: $S : M^m \rightarrow \mathbb{RP}^{n+1}_O$</td>
<td>sphere congruence (locally): $S : M^m \rightarrow S^{n+1}_1$</td>
</tr>
<tr>
<td>$f$ envelopes $S$: $f(p) \in S(p)$, $d_p f(T_p M) \subset T_{f(p)} S(p)$</td>
<td>$f$ envelopes $S$: $T_{f(p)} f(M) \subset \text{pol}[S(p)]$</td>
<td>strip $(f, S)$: $f(p), d_p f(T_p M) \perp S(p)$</td>
</tr>
<tr>
<td>Möbius frame: $(S_1, \ldots, S_{n-1}, S, f, \hat{f})$</td>
<td>—</td>
<td>pseudo orthonormal frame: $F : M^m \rightarrow O_1(n + 2)$</td>
</tr>
</tbody>
</table>

*Fig. T.2.* The classical model of Möbius geometry, differential geometric terms
<table>
<thead>
<tr>
<th>Conformal $\mathbb{H}P^1$</th>
<th>Homogeneous $\mathbb{H}^2$</th>
<th>Minkowski $L^{n+1} \subset \mathfrak{h}(\mathbb{H}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>point: $p = v\mathbb{H} \in S^4$</td>
<td>point: $v \in \mathbb{H}^2$</td>
<td>isotropic form: $S_p \in \mathfrak{h}(\mathbb{H}^2)$, det$S_p = 0$</td>
</tr>
<tr>
<td>hypersphere: $S \subset S^4$</td>
<td>—</td>
<td>spacelike form: $S \in \mathfrak{h}(\mathbb{H}^2)$, det$S &lt; 0$</td>
</tr>
<tr>
<td>2-sphere: $S \subset S^4$</td>
<td>involution: $S \in \mathfrak{g}(\mathbb{H}^2)$</td>
<td>elliptic sphere pencil: $S,\mathcal{J}S \in \mathfrak{h}(\mathbb{H}^2)$</td>
</tr>
<tr>
<td>incidence: $p = v\mathbb{H} \in S$</td>
<td>isotropy: $S(v, v) = 0$</td>
<td>orthogonality: $\langle S_p, S \rangle = 0$</td>
</tr>
<tr>
<td>incidence: $p \in S$</td>
<td>eigendirection: $Sv \parallel v$</td>
<td>orthogonality: $S_p \perp S,\mathcal{J}S$</td>
</tr>
<tr>
<td>intersection angle: $S_1 \cap_\alpha S_2$</td>
<td>—</td>
<td>scalar product: $\cos^2 \alpha = \frac{(S_1S_2)^2}{4S_1^2S_2^2}$</td>
</tr>
<tr>
<td>$f$ envelopes $S$: $f(p) \in S(p)$, $d_pf(T_pM) \subset T_{f(p)}S(p)$</td>
<td>$f$ envelopes $S$: $S(f, f) = 0$</td>
<td>strip $(S_f, S)$: $S_f(p), d_ps_f(T_pM) \perp S(p)$</td>
</tr>
<tr>
<td>$f$ envelopes $S$: $f(p) \in S(p)$, $d_pf(T_pM) \subset T_{f(p)}S(p)$</td>
<td>$f$ envelopes $S$: $Sf \parallel f$</td>
<td>—</td>
</tr>
<tr>
<td>Möbius transformation: $\mu \in \text{Möb}(4)$</td>
<td>fractional linear: $\mu \in \text{Sl}(2, \mathbb{H})$, $v \mapsto \mu v$</td>
<td>Lorentz transformation: $\mu \in \text{Sl}(2, \mathbb{H})$, $S \mapsto \mu S$</td>
</tr>
<tr>
<td>stereographic projection: $v \mapsto (v_0v)(v_\infty v)^{-1}$</td>
<td>affine coordinates: $v = v_0 + v_\infty p$</td>
<td>—</td>
</tr>
<tr>
<td>point pair map: $(f, \hat{f}) : M \to \mathfrak{H}$</td>
<td>Möbius frame: $F : M \to \text{Sl}(2, \mathbb{H})$</td>
<td>Möbius frame: $(S_1, \ldots, S_4, S_f, S_f)$</td>
</tr>
<tr>
<td>cross-ratio: $[p_1; p_2; p_3; p_4]$</td>
<td>cross-ratio: $\nu_1v_2\frac{1}{\nu_3v_2}\nu_1v_4\frac{1}{\nu_3v_4}$</td>
<td>—</td>
</tr>
</tbody>
</table>

Fig. T.3. A quaternionic model of Möbius geometry
<table>
<thead>
<tr>
<th><strong>Conformal</strong></th>
<th><strong>Projective</strong></th>
<th><strong>Clifford Algebra</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{S}^n$</td>
<td>$\mathbb{S}^n \subset \mathbb{R}^{n+1}$</td>
<td>$L^{n+1} \subset \Lambda^1 \mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>point: $p \in \mathbb{S}^n$</td>
<td>point: $p \in \mathbb{S}^n$</td>
<td>isotropic vector $p \in \Lambda^1 \mathbb{R}^{n+2}$, $p^2 = 0$</td>
</tr>
<tr>
<td>hypersphere: $s \subset \mathbb{S}^n$</td>
<td>point in “outer space”: $s \in \mathbb{R}P^{n+1}$</td>
<td>spacelike vector $s \in \Lambda^1 \mathbb{R}^{n+2}$, $s^2 &lt; 0$</td>
</tr>
<tr>
<td>incidence: $p \in s$</td>
<td>polarity: $s \in \text{pol}[p] \cong T_p \mathbb{S}^n$</td>
<td>orthogonality: ${p, s} = 0$</td>
</tr>
<tr>
<td>orthogonal intersection: $s_1 \cap_{\perp} s_2$</td>
<td>polarity: $s_i \in \text{pol}[s_j]$</td>
<td>orthogonality: ${s_1, s_2} = 0$</td>
</tr>
<tr>
<td>intersection angle: $s_1 \cap_{\alpha} s_2$</td>
<td>—</td>
<td>scalar product: $\cos^2 \alpha = \frac{(s_1, s_2)^2}{4s_1^2s_2^2}$</td>
</tr>
<tr>
<td>$k$-sphere: $s : p_1, \ldots, p_{k+2} \in \mathbb{S}$</td>
<td>plane intersecting $\mathbb{S}^n$: $\text{inc}[p_1, \ldots, p_{k+2}]$</td>
<td>timelike pure $(k + 2)$-vector: $p_1 \wedge \ldots \wedge p_{k+2} \in \Lambda^{k+2} \mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>$k$-sphere: $s_1 \cap \ldots \cap s_{n-k}$</td>
<td>plane in “outer space”: $\text{inc}[s_1, \ldots, s_{n-k}]$</td>
<td>spacelike pure $(n - k)$-vector: $s_1 \wedge \ldots \wedge s_{n-k} \in \Lambda^{n-k} \mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>incidence: $p \in s$</td>
<td>polarity: $p \in \text{pol}[s]$</td>
<td>vanishing of lower grade: $sp \in \Lambda^{n-k+1} \mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>$f$ envelopes $s$: $f(p) \in \text{pol}(p)$, $d_p f(T_p M) \subset T_{f(p)} s(p)$</td>
<td>$f$ envelopes $s$: $T_{f(p)} f(M) \subset \text{pol}[s(p)]$</td>
<td>no lower grades: $sf, sdf \mapsto \Lambda^{n-k+1} \mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>inversion</td>
<td>polar reflection</td>
<td>reflection: $p \mapsto \frac{1}{</td>
</tr>
<tr>
<td>Möbius transformation: $\mathfrak{z} \in \text{Möb}(n)$</td>
<td>projective transformation: $\mathfrak{z}, \mathfrak{z}(S^n) = S^n$</td>
<td>spinor: $\mathfrak{z} \in \text{Spin}_1(n + 2)$</td>
</tr>
</tbody>
</table>
| cross-ratio: $[p_1; p_2; p_3; p_4]$ | — | cross-ratio: \[
\frac{p_1p_2p_3p_4 + p_2p_3p_4p_1}{(p_1p_4 + p_2p_3)(p_2p_3 + p_3p_4)}
\]  

Fig. T.4. A Clifford algebra model of Möbius geometry
<table>
<thead>
<tr>
<th>Conformal $S^n$</th>
<th>Affine $S^n \cong \mathbb{R}^n \cup {\infty}$</th>
<th>Clifford Algebra $L^{n+1} \subset \Lambda^1\mathbb{R}^{n+2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>point: $V \in S^n$</td>
<td>“vector”: $(\begin{smallmatrix} v \end{smallmatrix})$, $v \in \mathbb{R}^n$, or $(\begin{smallmatrix} 0 \end{smallmatrix})$</td>
<td>isotropic vector $(\begin{smallmatrix} v \ -v^2 \ \ 1 \ -v \end{smallmatrix})$, $(\begin{smallmatrix} 0 \ 1 \ 0 \ \ 0 \end{smallmatrix}) \in \Lambda^1\mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>hypersphere: $S \subset S^n$</td>
<td>hypersphere/-plane: $S \subset \mathbb{R}^n$</td>
<td>spacelike vector/Möbius involution: $(\begin{smallmatrix} m \ -m^2-r^2 \ \ 1 \ \ 0 \ \ 2d \ \ n \ -n \end{smallmatrix}) \in \Lambda^1\mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>incidence: $V \in S$</td>
<td>fixed point: $S(\begin{smallmatrix} v \end{smallmatrix}) = (\begin{smallmatrix} v \end{smallmatrix})a$</td>
<td>orthogonality: ${V, S} = 0$</td>
</tr>
<tr>
<td>orthogonal intersection: $S_1 \cap S_2$</td>
<td>—</td>
<td>orthogonality: ${S_1, S_2} = 0$</td>
</tr>
<tr>
<td>intersection angle: $S_1 \cap_\alpha S_2$</td>
<td>—</td>
<td>scalar product: $\cos^2 \alpha = \frac{(S_1, S_2)^2}{4S_1^2S_2^2}$</td>
</tr>
<tr>
<td>$k$-sphere: $S: V_1, \ldots, V_{k+2} \in S$</td>
<td>—</td>
<td>timelike pure $(k + 2)$-vector: $V_1 \wedge \ldots \wedge V_{k+2} \in \Lambda^{k+2}\mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>$k$-sphere: $S_1 \cap \ldots \cap S_{n-k}$</td>
<td>—</td>
<td>spacelike pure $(n - k)$-vector: $S_1 \wedge \ldots \wedge S_{n-k} \in \Lambda^{n-k}\mathbb{R}^{n+2}$</td>
</tr>
<tr>
<td>incidence: $v \in S$</td>
<td>fixed point: $S(\begin{smallmatrix} v \end{smallmatrix}) = (\begin{smallmatrix} v \end{smallmatrix})a$</td>
<td>fixed point: $r(S)v \parallel V$</td>
</tr>
<tr>
<td>inversion</td>
<td>inversion: $v \mapsto m - r^2(v - m)^{-1}$</td>
<td>reflection: $V \mapsto \frac{1}{</td>
</tr>
<tr>
<td>Möbius transformation: $\mu \in Möb(n)$</td>
<td>fractional linear: $v \mapsto (av + b)(cv + d)^{-1}$</td>
<td>spinor: $(\begin{smallmatrix} a \ c \ b \ d \end{smallmatrix}) \in Pin(\mathbb{R}^{n+2})$</td>
</tr>
<tr>
<td>point pair map: $(f_\infty, f_0): M \to \mathcal{P}$</td>
<td>point pair map $(f_\infty, f_0), f_i: M \to \mathbb{R}^n$</td>
<td>Möbius frame: $(\begin{smallmatrix} f_\infty \ f_0 \ 1 \end{smallmatrix}) : M \to \Gamma(\mathbb{R}^{n+2})$</td>
</tr>
</tbody>
</table>

Fig. T.5. A Clifford algebra model: Vahlen matrices


Introduction

Over the past two decades, the geometry of surfaces and, more generally, submanifolds in Möbius geometry has (re)gained popularity. It was probably T. Willmore’s 1965 conjecture [306] that stimulated this increased interest: Many geometers have worked on this conjecture, and in the course of this work it turned out (see for example [67] and [40]) that the Willmore conjecture is in fact a problem for surfaces in Möbius geometry and that the corresponding local theory was already developed by the classical geometers (cf., [218]). A crucial classical reference was [29]; however, it may not be very easy to obtain and, once found, may not be very easy to read, especially for non-German—speaking colleagues.

A similar story could be told about the recent developments on isothermic surfaces — here, it was the relation with the theory of integrable systems, first pointed out in [71], that made the topic popular again; also in this case [29] turned out to be a treasure trove, but many more results are scattered in the classical literature.

The present book has a twofold purpose:

– It aims to provide the reader with a solid background in the Möbius geometry of surfaces and, more generally, submanifolds.
– It tries to introduce the reader to the fantastically rich world of classical (Möbius) differential geometry.

The author also hopes that the book can lead a graduate student, or any newcomer to the field, to recent research results.

Before going into details, the reader’s attention shall be pointed to three\(^1\) other textbooks in the field. To the author’s knowledge these are the only books that are substantially concerned with the Möbius geometry of surfaces or submanifolds:

1. W. Blaschke [29]: Currently, this book is a standard reference for the geometry of surfaces in 3-dimensional Möbius geometry where many fundamental facts (including those concerning surface classes of current interest) can be found. Möbius geometry is treated as a subgeometry of Lie sphere geometry.

2. T. Takasu [275]: Nobody seems to know this book; like [29], it is in German, and the presented results are similar to those in Blaschke’s book — however, Möbius geometry is treated independently.

\(^1\) Apparently there is another classical book [95] by P. C. Delens on the subject that the present author was not able to obtain so far.
3. M. Akivis and V. Goldberg [4]: This is a modern account of the theory, generalizing many results to higher dimension and/or codimension. Also, different signatures are considered, which is relevant for applications in physics. In this book the authors also discuss nonflat conformal structures; almost Grassmann structures, a certain type of Cartan geometry, are considered as a closely related topic (compare with the survey [7]). Besides these three textbooks, there is a book with a collection of (partially introductory) articles on Möbius or conformal differential geometry [170]. Here, Möbius geometry is mainly approached from a Riemannian viewpoint (see, for example, J. Lafontaine’s article [173]), which is similar to the way it is touched upon in many textbooks on differential geometry but in much greater detail and including a description of the projective model.

A more general approach to Möbius geometry than the one presented in this book may be found in [254], see also the recent paper [50]: There, Möbius geometry is treated as an example of a Cartan geometry.

I.1 Möbius geometry: models and applications

In Möbius geometry there is an angle measurement but, in contrast to Euclidean geometry, no measurement of distances. Thus Möbius geometry of surfaces can be considered as the geometry of surfaces in an ambient space that is equipped with a conformal class of metrics but does not carry a distinguished metric. Or, taking the point of view of F. Klein [160], one can describe the Möbius geometry of surfaces as the study of those properties of surfaces in the (conformal) $n$-sphere $S^n$ that are invariant under Möbius (conformal) transformations of $S^n$. Here, “Möbius transformation” means a transformation that preserves (hyper)spheres in $S^n$, where a hypersphere can be understood as the (transversal) intersection of an affine hyperplane in Euclidean space $\mathbb{R}^{n+1}$ with $S^n \subset \mathbb{R}^{n+1}$.

Note that the group of Möbius transformations of $S^n \cong \mathbb{R}^n \cup \{\infty\}$ is generated by inversions, that is, by reflections in hyperspheres in $S^n$.

The lack of length measurement in Möbius differential geometry has interesting consequences; for example, from the point of view of Möbius geometry, the planes (as spheres that contain $\infty$) and (round) spheres of Euclidean 3-space are not distinguished any more.

At this point we can already see how Euclidean geometry is obtained as a subgeometry of Möbius geometry when taking the Klein point of view: The group of Möbius transformations is generated by inversions; by restricting to reflections in planes (as “special” spheres), one obtains the group of isometries of Euclidean space.

Also, the usual differential geometric invariants of surfaces in space lose their meaning; for example, the notion of an induced metric on a surface
as well as the notion of curvature lose their meanings as the above example of spheres and planes in $\mathbb{R}^3$ illustrates — the reason is, of course, that these notions are defined using the metric of the ambient space. But the situation is less hopeless than one might expect at first: Besides the angle measurement (conformal structure) that a surface or submanifold inherits from the ambient space, there are conformal invariants that encode some of the curvature behavior of a surface. However, it is rather complicated and unnatural to consider submanifolds in Möbius geometry as submanifolds of a Riemannian (or Euclidean) space and then to extract those properties that remain invariant under the larger symmetry group of conformal transformations.\(^{2}\)

I.1.1 Models of Möbius geometry. Instead, one can describe Möbius geometry in terms of certain “models” where hyperspheres (as a second type of “elements” in Möbius geometry, besides points) and the action of the Möbius group are described with more ease. For example, we can describe hyperspheres in $S^n \subset \mathbb{R}^{n+1}$ by linear equations instead of quadratic equations as in $S^n \cong \mathbb{R}^n \cup \{\infty\}$ — however, it is still unpleasant to describe the Möbius group acting on $S^n \subset \mathbb{R}^{n+1}$.

Let us consider another example to clarify this idea: In order to do hyperbolic geometry, it is of great help to consider a suitable model of the hyperbolic ambient space, that is, a model that is in some way adapted to the type of problems that one deals with. One possibility would be to choose the Klein model of hyperbolic space where $H^n$ is implanted into projective $n$-space $\mathbb{R}P^n$; then the hyperbolic motions become projective transformations that map $H^n$ to itself, that is, projective transformations that preserve the infinity boundary $\partial_\infty H^n$ of the hyperbolic space, and hyperplanes become the intersection of projective hyperplanes in $\mathbb{R}P^n$ with $H^n$. In this model, for example, it is obvious that the Euclidean Parallel Postulate does not hold in hyperbolic geometry. Another possibility would be to consider $H^n$ as one of the connected components of the 2-sheeted hyperboloid

$$\{y \in \mathbb{R}^{n+1}_1 \mid \langle y, y \rangle = -1\}$$

in Minkowski $(n+1)$-space $\mathbb{R}^{n+1}_1 = (\mathbb{R}^{n+1}, \langle.,.\rangle)$. In this model\(^{3}\) it is rather simple to do differential geometry. A third possibility, which we will come

\(^{2}\)This will become obvious when we take this viewpoint in the “Preliminaries” chapter that is meant as an introduction for those readers who have a background in Riemannian geometry but are new to Möbius geometry.

\(^{3}\)It is a matter of taste whether one wants to consider this as a different model for hyperbolic geometry: Of course there is a simple way to identify this “model” with the Klein model; it is just a convenient choice of homogeneous coordinates for the Klein model after equipping the coordinate $\mathbb{R}^{n+1}$ with a scalar product.
across in the present text more often, will be to use the Poincaré (half-space or ball) model of hyperbolic geometry, where $H^n$ is considered as a subspace of the conformal $n$-sphere. In this model, the hyperbolic hyperplanes become (the intersection of $H^n \subset S^n$ with) hyperspheres that intersect the infinity boundary $\partial_\infty H^n \subset S^n$ of the hyperbolic space orthogonally and reflections in these hyperplanes are inversions.

In this book we will elaborate three and a half models\(^4\) for Möbius geometry.

I.1.2 The projective model. This is the approach that the classical differential geometers used, and it is still the model that is used in many modern publications in the field. In fact, it can be considered as the model, because all other “models” can be derived from it.\(^5\) A comprehensive treatment of this model can be found in the book by M. Akivis and V. Goldberg [4], which the reader is also encouraged to consult; our discussions in Chapter 1 will follow instead the lines of W. Blaschke’s aforementioned book [29].

To obtain this projective model for Möbius geometry the ambient (conformal) $n$-sphere $S^n$ is implanted into the projective $(n + 1)$-space $\mathbb{RP}^{n+1}$. In this way hyperspheres will be described as the intersection of projective hyperplanes with $S^n \subset \mathbb{RP}^{n+1}$, in a similar way as discussed above, and Möbius transformations will be projective transformations that preserve $S^n$ as an “absolute quadric” so that, in homogeneous coordinates, the action of the Möbius group is linear. This is probably the most important reason for describing Möbius geometry as a subgeometry of projective geometry.\(^6\)

I.1.3 The quaternionic approach. Here the idea is to generalize the description of Möbius transformations of $S^2 \cong \mathbb{CP}^1 \cong \mathbb{C} \cup \{\infty\}$ as fractional linear transformations from complex analysis to higher dimensions. For dimensions 3 and 4, this can be done by using quaternions — this approach can be traced back to (at least) E. Study’s work [262]. Recently, the use of the quaternionic model for Möbius geometry has provided remarkable progress in the global Möbius geometry of surfaces [113].

One of the main difficulties in establishing this quaternionic approach to Möbius geometry is the noncommutativity of the field of quaternions. Besides that, it is rather seamless to carry over much of the complex theory.

---

\(^4\) As mentioned above, it is, to a certain extent, a matter of taste of what one considers as different “models” and what one considers to be just different incarnations of one model.

\(^5\) Therefore, one could consider this model to be the only model and all other “models” to be different representations or refinements of it; however, this is not the author’s viewpoint.

\(^6\) In [160], F. Klein undertakes it to describe many geometries as subgeometries of projective geometry and, in this way, to bring order to the variety of geometries (compare with [254]).
An important issue will be the description of (hyper)spheres in this model. For this it is convenient to link the quaternionic model to the projective model by using quaternionic Hermitian forms; for the important case of 2-spheres, there will be a second description based on Möbius involutions.

I.1.4 The Clifford algebra approach. After describing Möbius geometry as a subgeometry of projective geometry it is rather natural to use the Clifford algebra of the \((n+2)\)-dimensional space of homogeneous coordinates of the host projective space, equipped with a Minkowski scalar product, in order to describe geometric objects (cf., [155] and [154]) — just notice that the development of this algebra, initiated by H. Grassmann in [130] and [133] and by W. K. Clifford in [77], was originally motivated by geometry, as its original name, “geometric algebra,” suggests. For example, the description of spheres of any codimension becomes extremely simple using this approach. Our discussions in Chapter 6 on this topic were motivated by an incomplete 1979 manuscript by W. Fiechte [117].

More common is an enhancement\(^7\) of this Clifford algebra model by writing the elements of the Clifford algebra of the coordinate Minkowski space \(\mathbb{R}^{n+2}_1\) of the classical model as \(2 \times 2\) matrices with entries from the Clifford algebra of the Euclidean \(n\)-space \(\mathbb{R}^n\). This approach can be traced back to a paper by K. Vahlen [288]; see also [2] and [3] by L. Ahlfors.

In some sense this model can also be understood as an enhancement of the quaternionic model (for 3-dimensional Möbius geometry): Möbius transformations, written as Clifford algebra \(2 \times 2\) matrices, act on the conformal \(n\)-sphere \(S^n \cong \mathbb{R}^n \cup \{\infty\}\) by fractional linear transformations.\(^8\) The description of Möbius transformations by \(2 \times 2\) matrices makes this approach to Möbius geometry particularly well suited for the discussion of the geometry of “point pair maps” that arise, for example, in the theory of isothermic surfaces as developed in the excellent paper by F. Burstall [47].

I.1.5 Applications. The description of each model in turn is complemented by a discussion of applications to specific problems in Möbius differential geometry. The choice of these problems is certainly influenced by the author’s preferences, his interest and expertise — however, the author hopes to have chosen applications that are of interest to a wider audience and that can lead the reader to current research topics.

Conformally flat hypersurfaces are discussed in Chapter 2. Here we already touch on various topics that will reappear in another context or in more generality later; in particular, we will come across curved flats, a particularly

\(^7\) Thus we count the two descriptions as one and a half “models.”

\(^8\) This matrix representation of the Clifford algebra \(A\mathbb{R}^{n+2}_1\) corresponds to its “conformal split” (see [154]); this choice of splitting provides a notion of stereographic projection (cf., [47]).
simple type of integrable system, and Guichard nets, that is, a certain type of triply orthogonal system.

*Willmore surfaces* are touched on as a solution of a Möbius geometric problem that we will refer to as “Blaschke’s problem.” In this text we will cover only basic material on Willmore surfaces; in particular, we will not get into the large body of results concerning the Willmore conjecture.

*Isothermic surfaces* will appear as another solution of Blaschke’s problem. A first encounter of the rich transformation theory of isothermic surfaces is also given in Chapter 3, but a comprehensive discussion is postponed until the quaternionic model is available in Chapter 5; in the last two sections of Chapter 8 we will reconsider isothermic surfaces and show how to generalize the results from Chapter 5 to arbitrary codimension. We will make contact with the integrable systems approach to isothermic surfaces, and we will discuss a notion of discrete isothermic nets in the last section of Chapter 5.

*Orthogonal systems* will be discussed in Chapter 8. We will generalize the notion of triply orthogonal systems to \( m \)-orthogonal systems in the conformal \( n \)-sphere and discuss their Ribaucour transformations, both smooth and discrete. The discussion of discrete orthogonal nets is somewhat more geometrical than that of discrete isothermic nets, and it demonstrates the interplay of geometry and the Clifford algebra formalism very nicely.

**I.1.6 Integrable systems.** A referee of the present text very rightly made the remark that “the integrable systems are not far beneath the surface in the current text.” This fact shall not be concealed: As already mentioned above, conformally flat hypersurfaces as well as isothermic surfaces are related to a particularly simple type of integrable system in a symmetric space, “curved flats,” that were introduced by D. Ferus and F. Pedit in [112].

However, the corresponding material is scattered in the text, and we will not follow up on any implications of the respective integrable systems descriptions but content ourselves by introducing the spectral parameter that identifies the geometry as integrable. Instead we will discuss the geometry of the spectral parameter in more detail:

*Conformally flat hypersurfaces* in \( S^4 \) are related to curved flats in the space of circles, and the corresponding spectral parameter can already be found in C. Guichard’s work [136]. In this case, a curved flat describes a circle’s worth of conformally flat hypersurfaces, and the associated family of curved flats yields a 1-parameter family of such cyclic systems with conformally flat orthogonal hypersurfaces.

*Isothermic surfaces* are related to curved flats in the space of point pairs in the conformal 3-sphere \( S^3 \) (or, more generally, in \( S^n \)), and the existence
of the corresponding spectral parameter will turn out to be intimately related to the conformal deformability of isothermic surfaces [62] and to the Calapso transformation, see [53] and [55]. In fact, the associated family of curved flats (Darboux pairs of isothermic surfaces) yields one of Bianchi’s permutability theorems [20] that intertwines the Christoffel, Darboux, and Calapso transformations of an isothermic surface.

For more information about the respective integrable systems approaches, the reader shall be referred to [142] and to F. Burstall’s paper [47].

I.1.7 Discrete net theory. More recently, discrete net theory has become a field of active research. In the author’s opinion, discrete net theory, as it is discussed in the text, is of interest for various reasons: An obvious reason may be the application of the theory in computer graphics and experimental mathematics; however, the author thinks that it is also very interesting for methodological reasons — the proofs of “analogous” results in corresponding smooth and discrete theories are usually rather different. While proofs in (smooth) differential geometry are often very computational in nature, the proofs of the corresponding discrete results may be done by purely (elementary) geometric arguments. In this way proofs from discrete net theory sometimes resemble the proofs of the classical geometers when they applied geometric arguments to “infinitesimal” quantities (cf., [70]).

As already mentioned above, we will discuss two discrete theories, one of which is a special case — with more structure — of the other:

Discrete isothermic nets will be discussed in the last section of Chapter 5. We will see that much of the theory of smooth isothermic surfaces can be carried over to the discrete setup; in fact, many proofs can be carried over directly when using the “correct” discrete version — discrete quantities usually carry more information than their smooth versions. In this way, the analogous smooth and discrete theories can motivate and inspire each other.\(^9\) Note that the fact that computations can be carried over from one setup to the other so seamlessly relies on using the quaternionic model for Möbius geometry.\(^10\)

Discrete orthogonal nets will be treated more comprehensively, in Chapter 8. This topic demonstrates nicely the interplay of analytic and geometric methods in discrete net theory, as well as the interplay of algebra and geometry in the Clifford algebra model. In this way, its presentation serves a twofold purpose. A highlight of the presentation shall be the discrete analog of Bianchi’s permutability theorem for the Ribaucour transformation of

\(^9\) Despite the order of presentation, some of the proofs on smooth isothermic surfaces in the present text were obtained from their discrete counterparts.

\(^10\) Or, equally, the Vahlen matrix approach should work just as well.
orthogonal systems.

**I.1.8 Symmetry-breaking.** Finally, the author would like to draw the reader’s attention to a phenomenon that he considers to be rather interesting and that appears at various places in the text. First note that the metric (hyperbolic, Euclidean, and spherical) geometries are subgeometries of Möbius geometry.\(^{11}\) Now, imposing two Möbius geometric conditions on, say, a surface may break the symmetry of the problem and yield a characterization of the corresponding surface class in terms of a (metric) subgeometry of Möbius geometry. The most prominent example for such a symmetry-breaking may be Thomsen’s theorem, which we discuss in Chapter 3: A surface that is Willmore and isothermic at the same time is (Möbius equivalent to) a minimal surface in some space of constant curvature. Other examples are Guichard cyclic systems, which turn out to come from parallel Weingarten surfaces in space forms, and isothermic or Willmore channel surfaces, which are Möbius equivalent to surfaces of revolution, cylinders, or cones in Euclidean geometry.

**I.2 Philosophy and style**

In the author’s opinion, geometry describes certain aspects of an ideal world where geometric configurations and objects “live.” In order to describe that ideal world, one needs to use some language or model — that may change even though the described objects or facts remain the same. Thus a geometer may choose from a variety of possibilities when carrying out his research or presenting his results to colleagues or students. In this choice he may be led by different motivations: sense of beauty, curiosity, pragmatism, ideology, ignorance, and so on.

**I.2.1 Methodology.** This book shall be an advertisement for “methodological pluralism”: It will provide the reader with three and a half “models” for Möbius (differential) geometry that may be used to formulate geometric facts. In order to compare the effect of choosing different models, the reader may compare the treatment of isothermic surfaces — in terms of the classical projective model in Chapter 3, in terms of the quaternionic approach in Chapter 5, and in terms of the Vahlen matrix setup in Chapter 8. The author hopes that the chance of comparing these different descriptions of the geometry of isothermic surfaces compensates the reader for the repetitions caused by the multiple treatment.

However, we will also pursue this program of “methodological pluralism” in the details. Very often we will (because of the author’s pragmatism, sense

\(^{11}\) For the hyperbolic geometry, we already touched on this when discussing the Poincaré model of hyperbolic geometry above.
of beauty, or ignorance) use Cartan’s method of moving frames to describe the geometry of surfaces or hypersurfaces. However, we will always try to find an “adapted frame” that fits the geometric situation well. This notion of an adapted frame, which is central to many computations in the text, will change depending on the context. The discussion of isothermic and Willmore channel surfaces in the last section of Chapter 3 may serve as a typical example: Depending on the viewpoint we wish to take, we will use frames that are, to an attuned degree, adapted to the surface or to the enveloped sphere curve, respectively.

I.2.2 Style. Note that a “model” should always be distinguished from what it describes, and that it is unlikely that a description using a model will be optimal in any sense. This is even more the case as long as an author has not stopped working and learning about his topic — here is where the ignorance issue comes in. Therefore, the present text does not claim to provide the optimal description of a subject, and the reader is warmly invited to figure out better ways to think about, say, isothermic surfaces. However, there is another issue related to the aim of this book to make the classical literature more accessible to the reader: In this text we will try to adopt certain habits of the classical authors and make a compromise between modern technology and classical phrasing; in this way a reader may be better prepared to study the classical literature — which is sometimes not very easy to access.

I.2.3 Prerequisites. There is some background material that the reader is expected to be familiar with: some basics in semi-Riemannian geometry, on Lie groups and homogeneous spaces, and some vector bundle geometry. All the needed background material can be found in the excellent textbook [209]. Also, the reader shall be referred to [189], which is a treasure trove for algebraic (and historic) background material, in particular on Clifford algebras and quaternions.

In the “Preliminaries” chapter we will summarize some material on conformal differential geometry from the Riemannian point of view, mainly following ideas from [173]. It is meant to be a preparation for those readers who have some background in Riemannian geometry but who are new to conformal differential geometry; the author took this approach when giving a course for graduate students at TU Berlin in the winter of 1999—2000. This chapter also serves to collect some formulas and notions for later reference, and a discussion of certain conformal invariants of surfaces in the conformal 3-sphere is provided.\(^{12}\)

\(^{12}\) However, it shall be pointed out that this chapter is not meant as an introduction to nonflat conformal differential geometry; for this the reader is referred to [254] and [50].
I.2.4 Further reading. At the end of the book the author gives a selection of references for further reading, with comments.

Also, the list of references contains many more references than are cited in the text: In particular, many classical references are provided to facilitate the search for additional literature — in the author’s experience it can be rather difficult to locate relevant (classical) references. For the reader’s convenience the coordinates of reviews are provided where the author was able to locate a review, and some cross-references to occurrences of a reference in the text are compiled into the Bibliography.\(^{13}\)
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Preliminaries

The Riemannian point of view

As already mentioned before, this book grew out of the lecture notes of a course given for graduate students who had previously taken a course in Riemannian geometry. This preliminary chapter is meant to be of a didactical (and historical) nature rather than to be a modern conceptual introduction to conformal geometry; a modern treatment\(^1\) of conformal geometry may be found in [254] or [50].

Thus, in this chapter, we will discuss basic notions and facts of conformal geometry from the point of view of Riemannian geometry: This is a point of view that most readers will be familiar with. The main goal will be to introduce the notion of the “conformal \(n\)-sphere” — this is the ambient space of the submanifolds that we are going to investigate — and to get some understanding of its geometry. In particular, we will discuss Riemannian spaces that are “conformally flat,” that is, look locally like the conformal \(n\)-sphere.

In the second part of this chapter we will discuss the conformal geometry of submanifolds from the Riemannian point of view: We will deduce how the fundamental quantities of a submanifold change when the metric of the ambient space is conformally altered, and we will discuss various conformal and “Möbius invariants” that appear in the literature. Totally umbilical submanifolds will be treated in detail because they will serve as a main tool in our approach to Möbius geometry presented in the following chapters.

Much of the material in this chapter can be found in the two papers by R. Kulkarni [170] and J. Lafontaine [173]; see also the textbook [122].

The contents of this chapter are organized as follows:

*Section P.1.* The notions of conformal maps and conformal structures on manifolds are introduced and illustrated by various examples. The most important conformal map given in this section may be the stereographic projection. The metrics of constant curvature are discussed as representatives of the conformal structure given by the Euclidean metric. The term “conformal \(n\)-sphere” is defined.

*Section P.2.* In this section, the transformation formulas for the Levi-Civita connection and the curvature tensor under a conformal change of the Riemannian metric are derived.

\(^1\) However, to appreciate the modern treatment of conformal geometry as a Cartan geometry, it should be rather helpful to be familiar with the classical model of Möbius differential geometry as it will be presented in Chapter 1 of the present book.
Section P.3. The Weyl and Schouten tensors are introduced via a decomposition of the Riemannian curvature tensor that conforms with the transformation behavior of the curvature tensor under conformal changes of the Riemannian metric.

Section P.4. The notion of conformal flatness is introduced and related to the existence of conformal coordinates. Then Lichtenstein’s theorem on the conformal flatness of every surface (2-dimensional Riemannian manifold) is presented and two proofs are sketched. One of the proofs is based on the relation between conformal structures and complex structures on 2-dimensional manifolds.

Section P.5. The conformal flatness of higher dimensional Riemannian manifolds is discussed: The Weyl-Schouten theorem provides conditions for a Riemannian manifold of dimension $n \geq 3$ to be conformally flat. A proof of this theorem is given. As examples, spaces of constant sectional curvature and of 3-dimensional Riemannian product manifolds are given; the last example will become important when investigating conformally flat hypersurfaces in Chapter 2.

Section P.6. The geometric structures induced on a submanifold of a Riemannian manifold are introduced via the structure equations: the induced connection and the normal connection, the second fundamental form, and the Weingarten tensor field; and their transformation behavior under a conformal change of the ambient Riemannian structure is investigated. Some conformal and Möbius invariants are discussed. In particular, we arrive at Fubini’s conformal fundamental forms for surfaces in the conformal 3-sphere, and we investigate Wang’s “Möbius form,” which turns out to be a Möbius invariant but not a conformal invariant; however, Rothe gave a conformally invariant formulation for Wang’s Möbius form in the 2-dimensional case. Finally, it is shown that the notions of curvature direction and of umbilic are conformally invariant.

Section P.7. Using the conformal invariance of umbilics, we introduce hyperspheres as totally umbilic hypersurfaces that are maximal in an appropriate sense. As examples, we discuss the hyperspheres of the spaces of constant curvature — of particular interest may be the hyperspheres in hyperbolic space. Using Joachimsthal’s theorem, spheres of higher codimension are then characterized in two equivalent ways. An ad-hoc definition is given for hyperspheres in the conformal 2-sphere $S^2$.

Section P.8. In this final section the notion of Möbius transformation is introduced, and Liouville’s theorem on the relation between Möbius transformations and conformal transformations is formulated; a proof will be given later.

Remark. As indicated above, in this chapter the reader is expected to have
some background in Riemannian geometry. On the other hand, most of the presented material will be familiar to the reader, so that this chapter may be omitted from a first reading; it may rather serve for reference. However, this chapter may be a good introduction when giving a course on the subject.

**P.1 Conformal maps**

First, we recall the notion of a conformal map between Riemannian manifolds and the notion of conformal equivalence of metrics:

**P.1.1 Definition.** A map $f : (M, g) \rightarrow (\tilde{M}, \tilde{g})$ between Riemannian manifolds is called conformal if the induced metric $f^* \tilde{g} = \tilde{g}(df, df) = e^{2u}g$ with some function $u : M \rightarrow \mathbb{R}$.

Two metrics $g$ and $\tilde{g}$ on $\tilde{M} = M$ are said to be conformally equivalent if the map $f = \text{id}$ is conformal.

![Fig. P.1. The stereographic projection](image)

**P.1.2** Note that a map $f : (M, g) \rightarrow (\tilde{M}, \tilde{g})$ is conformal iff it preserves angles iff it preserves orthogonality: Clearly, a conformal map preserves angles, and hence it preserves orthogonality. It remains to understand that $f$ preserving orthogonality forces $f$ to be conformal. For that purpose, let $(e_1, \ldots, e_n)$ denote an orthonormal basis of $T_pM$, with respect to $g$; then, $0 = f^*\tilde{g}_p(e_i, e_j)$ and $0 = f^*\tilde{g}_p(e_i + e_j, e_i - e_j) = f^*\tilde{g}_p(e_i, e_i) - f^*\tilde{g}_p(e_j, e_j)$ for $i \neq j$, showing that the $df(e_i)$ are orthogonal and have the same lengths. Hence $f$ is conformal.

**P.1.3 Examples.** The stereographic projections $\sigma_{\pm}$, defined in terms of

---

2) Note that, by definition, the conformal factor $e^{2u} > 0$ — allowing zeros of the conformal factor, the map is called “weakly conformal.”
their inverses by
\[ \sigma_{\pm}^{-1} : \mathbb{R}^n \to S^n \subset \mathbb{R}^{n+1} = \mathbb{R} \times \mathbb{R}^n, \quad p \mapsto \frac{1}{1+|p|^2}(\mp(1-|p|^2), 2p), \]
are conformal (cf., Figure P.1).

The Mercator map of the world (assuming the world is a 2-sphere), given by the parametrization \((u, v) \mapsto (\frac{1}{\cosh u} \cos v, \frac{1}{\cosh u} \sin v, \tanh u)\), is conformal;\(^3\) the Archimedes-Lambert projection (projection of the sphere to the cylinder along lines perpendicular to the axis) is area-preserving but not conformal. Note that the system of meridians and parallels of latitude still forms an orthogonal net (see [260]).

The metrics \(g_k|_p = \frac{4dp^2}{(1+k|p|^2)^2}\), \(k \geq k_0\) for some \(k_0 \in \mathbb{R}\), are conformally equivalent on \(\{p \in \mathbb{R}^n \mid 1 + k_0|p|^2 > 0\}\); in particular, the standard metrics of constant curvature\(^4\) \(k \geq -\frac{1}{r^2}\) (cf., [122]) are conformally equivalent on the ball \(B(r) := \{p \mid |p| < r\}\). The Poincaré ball model of hyperbolic space of curvature \(k = -\frac{1}{r^2}\) is obtained as the only complete space in the family.

The metric \(\frac{1}{r_0^2}(dp_0^2 + dp^2)\) on \((0, \infty) \times \mathbb{R}^n\) is clearly conformally equivalent to the standard Euclidean metric on that set as a subset of \(\mathbb{R}^{n+1}\). This metric has constant sectional curvature \(-1\) (cf., [162]) as one either computes directly or one concludes by defining an isometry onto the Poincaré ball model \((B(1), g_{-1})\) given above; this can be done by using a suitable “inversion” (we will learn about inversions later). This is the Poincaré half-space model of hyperbolic space.

**P.1.4 Definition.** A conformal equivalence class of metrics on a manifold \(M\) is called a conformal structure on \(M\).

**P.1.5** Clearly, “conformally equivalent” defines an equivalence relation for Riemannian metrics on a given manifold \(M\). Thus, this definition makes sense.

Note that in [170] a slightly more general definition is given: There, a conformal structure is defined via locally defined metrics; however, any conformal structure in this wider sense contains a globally defined representative by a partition of the unity argument (see [170]).

One particular example of such a conformal structure on a specific manifold will become very important to us — as the ambient space of the submanifolds or hypersurfaces that we are going to examine:

\(^3\) Note that the lines \(v = \text{const}\) give unit speed geodesics in the Poincaré half-plane model (see the next example); the sphere is then isometrically parametrized as a surface in the space \(S^1 \times H^2\), which is conformally equivalent to \(\mathbb{R}^3 \setminus \{(0,0,t)\}\) equipped with the standard Euclidean metric.

\(^4\) We will see later how to describe these models via “generalized stereographic projections.”
P.1.6 Definition. The $n$-sphere $S^n$ equipped with its standard conformal structure will be called the conformal $n$-sphere.

P.2 Transformation formulas

Our next goal is to give the transformation formulas for the Levi-Civita connection and the curvature tensor of a Riemannian manifold under conformal changes of the metric.

P.2.1 Lemma. If $\tilde{g} = e^{2u}g$, then $\tilde{\nabla} = \nabla + B$ with the symmetric $(2,1)$-tensor field $B(x,y) := du(x)y + du(y)x - g(x,y)\text{grad } u$.

P.2.2 Proof. Obviously, $\tilde{\nabla} := \nabla + B$ defines a torsion-free connection as $B$ is symmetric. Since

$$(\tilde{\nabla}_x \tilde{g})(y,z) = e^{2u}[2du(x)g(y,z) - g(B(x,y),z) - g(y,B(x,z))],$$

this is the Levi-Civita connection for $\tilde{g}$. ◁

The next definition is of a rather technical nature but allows us to write the transformation formulas for the curvature tensor in a much more condensed form (cf., [173]):

P.2.3 Definition. Let $b_1, b_2 : V \times V \to \mathbb{R}$ be two symmetric bilinear forms on a vector space. The Kulkarni-Nomizu product of $b_1$ and $b_2$ is defined as

$$(b_1 \wedge b_2)(x,y,z,w) := \begin{vmatrix} b_1(x,z) & b_1(x,w) \\ b_2(y,z) & b_2(y,w) \end{vmatrix} + \begin{vmatrix} b_2(x,z) & b_2(x,w) \\ b_1(y,z) & b_1(y,w) \end{vmatrix},$$

P.2.4 Note that the Kulkarni-Nomizu product is bilinear (thus it qualifies as a “product”) and symmetric, $b_1 \wedge b_2 = b_2 \wedge b_1$, and that it satisfies the same (algebraic) identities as a curvature tensor:

1. $b_1 \wedge b_2(x,y,w,z) = b_1 \wedge b_2(y,x,z,w) = -b_1 \wedge b_2(x,y,z,w),$
2. $b_1 \wedge b_2(x,y,z,w) = b_1 \wedge b_2(z,w,x,y),$
3. $b_1 \wedge b_2(x,y,z,w) + b_1 \wedge b_2(y,z,x,w) + b_1 \wedge b_2(z,x,y,w) = 0.$

These statements are proven by straightforward computation.

With this, the transformation formula for the curvature tensor reads

P.2.5 Lemma. If $\tilde{g} = e^{2u}g$, then the $(4,0)$-curvature tensor of $\tilde{g}$ is given by $\tilde{r} = e^{2u}(r - b_u \wedge g)$, with\(^5\) the symmetric bilinear form

$$b_u(x,y) := \text{hess } u(x,y) - du(x)du(y) + \frac{1}{2}g(\text{grad } u, \text{grad } u)g(x,y).$$

\(^5\) We use the following sign convention: $R(x,y,z) = -[\nabla_x \nabla_y z - \nabla_y \nabla_x z - \nabla_{[x,y]} z].$

Also note that, $\tilde{b}_{-u} = -b_u$ so that changing the metric conformally and then changing it back has no effect on the curvature tensor — as it should be.
**P.2.6 Proof.** Write \( B = \tilde{\nabla} - \nabla; \) then,
\[
\tilde{R}(x, y)z - R(x, y)z = - (\nabla_x B)(y, z) + (\nabla_y B)(x, z) - B(x, B(y, z)) + B(y, B(x, z)).
\]

With \( B(y, z) = du(y)z + du(z)y - g(y, z)\text{grad} u, \)
\[
g((\nabla_x B)(y, z), w) = \text{hess} u(x, y)g(z, w) + \text{hess} u(x, z)g(y, w) - \text{hess} u(x, w)g(y, z),
\]
\[
g(B(x, B(y, z)), w) = [du(x)du(y)g(z, w) - g(x, y)du(z)du(w)]
+ [du(x)du(z)g(y, w) + 2g(x, w)du(y)du(z) - g(x, z)du(y)du(w)]
- g(x, w)g(y, z)g(\text{grad} u, \text{grad} u).
\]

Adding the respective terms up, the claim follows. □

**P.2.7 Corollary.** For the sectional curvatures, a conformal change of the metric \( g \rightarrow \tilde{g} = e^{2u}g \) yields \( 6) \tilde{K}(x \wedge y) = e^{-2u}(K(x \wedge y) - \text{tr} b_u|_{x \wedge y}). \)

If \( \text{dim} M = 2, \) then \( \tilde{K} = e^{-2u}(K - \Delta u). \)

**P.2.8 Proof.** With an orthonormal basis \((e_1, e_2)\) of \( x \wedge y \) with respect to \( g, \)
we have
\[
\tilde{K}(x \wedge y) = \frac{\tilde{r}(e_1, e_2, e_1, e_2)}{\tilde{g}(e_1, e_1)\tilde{g}(e_2, e_2)}
= e^{-2u}(r(e_1, e_2, e_1, e_2) - b_u(e_1, e_1) - b_u(e_2, e_2))
= e^{-2u}(K(x \wedge y) - \text{tr} b_u|_{x \wedge y}).
\]

If \( \text{dim} M = 2, \) then \( \text{tr} b_u = \text{tr} \text{hess} u = \Delta u. \) □

**P.3 The Weyl and Schouten tensors**

From the transformation formula for the \((4, 0)\)-curvature tensor we see that a conformal change of metric effects only the “trace part” of the curvature tensor, while the trace-free part is just scaled. This suggests a decomposition of the curvature tensor into a “trace part” and a “trace-free part” that is adapted to conformal geometry (cf., [122] or [173]).

**P.3.1 Definition.** Let \((M, g)\) be an \( n \)-dimensional Riemannian manifold. Then, the Weyl and Schouten tensors are defined as
\[
s := \frac{1}{n-2}(\text{ric} - \frac{\text{scal}}{2(n-1)}g) \quad \text{(Schouten tensor)},
\]
\[
w := r - s \wedge g \quad \text{(Weyl tensor)}.
\]

\(^6\) For the moment, “\( x \wedge y \)” just denotes the 2-plane spanned by the two vectors \( x \) and \( y.\)
P.3.2 The Weyl tensor is “trace-free”: With an orthonormal basis $e_i$ at $p$, we have $\sum_i w(x, e_i, y, e_i) = \text{ric}(x, y) - (n - 2)s(x, y) - \text{tr}s \cdot g(x, y) = 0$ indeed. On the other hand, if $r = w + s \wedge g$ with a “trace-free” tensor $w$, then

$$ \begin{align*}
\text{ric} &= (n - 2)s + \text{tr}s \cdot g \\
\text{scal} &= 2(n - 1)\text{tr}s,
\end{align*} $$

which implies that $s$ is the Schouten tensor and $w$ is the Weyl tensor (cf., [122]).

The transformation behavior of the curvature tensor is now easily described by that of the Weyl and Schouten tensors:

P.3.3 Lemma. Under a conformal change $g \rightarrow \tilde{g} = e^{2u}g$ of the metric, the Weyl and Schouten tensors transform as follows:

$$ \begin{align*}
w &\rightarrow \tilde{w} = e^{2u}w, \\
s &\rightarrow \tilde{s} = s - bu.
\end{align*} $$

In particular, the $(3,1)$-Weyl tensor $W$, $w = g(W \cdot ,)$, is invariant under conformal changes of the metric; therefore, it is also called the “conformal curvature tensor.”

P.4 Conformal flatness

As a first application of our notions, we want to discuss conformal flatness of a Riemannian manifold and give, in the following section, a criterion for conformal flatness in terms of the Weyl and Schouten tensors.

P.4.1 Definition. A Riemannian manifold $(M, g)$ is called conformally flat if, for any point $p \in M$, there is a neighbourhood $U$ of $p$ and some function $u : U \rightarrow \mathbb{R}$ so that the (local) metric $\tilde{g} = e^{2u}g$ is flat on $U$.

P.4.2 Note that some authors define conformal flatness globally; that is, the conformal structure associated with the given metric is required to contain a (global) flat representative.

P.4.3 Lemma. A manifold $(M, g)$ is conformally flat if and only if, around each point $p \in M$, there exist conformal coordinates; that is, there is a coordinate map $x : M \supset U \rightarrow \mathbb{R}^n$ and a function $u : U \rightarrow \mathbb{R}$ such that the metric $g|_U = e^{2u} \sum_{i=1}^n dx_i^2$.

P.4.4 Proof. Obviously, a metric of the form $g = e^{2u} \sum_{i=1}^n dx_i^2$ is conformally flat; on the other hand, to a flat metric $e^{-2u}g$, there always exist local coordinates $x$ such that $e^{-2u}g = \sum_{i=1}^n dx_i^2$ (any flat manifold is locally isometric to $\mathbb{R}^n$, via the exponential map; cf., [122]).  \hfill \triangleright
Any 1-dimensional Riemannian manifold \((M^1, g)\) is conformally flat (actually: flat — there exist arc length parameters).

**P.4.6 Theorem (Lichtenstein [183]).** Any 2-dimensional Riemannian manifold \((M^2, g)\) is conformally flat.

**P.4.7 Proof.** According to the transformation formula for the Gauss curvature from §P.2.7, we have to (locally) solve the partial differential equation \(K = \Delta u\) for \(u\). Then the (locally defined) metric \(\tilde{g} := e^{2u} g\) will be flat.

Here is a sketch of a proof for the existence of local solutions:

On a 2-torus \((T^2, g)\), the total curvature \(\langle 1, K \rangle = \int_{T^2} 1 \cdot K dA = 0\) (Gauss-Bonnet theorem), that is, \(K \in \ker^\perp \Delta = \{u : T^2 \to \mathbb{R} | u \equiv \text{const}\}\). By the Hodge decomposition theorem [298], \(\ker^\perp \Delta = \text{im} \Delta \subset C^\infty(T^2, \mathbb{R})\); thus there exists a (global!) solution \(u \in C^\infty(T^2)\) of \(\Delta u = K\).

On an arbitrary \((M^2, g)\) choose coordinates \(x : M \supset U \to \mathbb{R}^2\) around a point \(p \in M\) with \(x(U) \subset (0, 1)^2\) and introduce a metric \(\hat{g}\) on \(T^2 = \mathbb{R}^2 / \mathbb{Z}^2\) such that \(x^* \hat{g} = g\) on some neighborhood \(\hat{U} \subset U\) of \(p\) (partition of unity). By the above argument, there exists a function \(\hat{u} : T^2 \to \mathbb{R}\) such that \(e^{2\hat{u}} \hat{g}\) is flat on \(T^2\); since \(x : (\hat{U}, \hat{g}) \to (x(\hat{U}), \hat{g})\) is an isometry, the metric \(e^{2u} g|_{\hat{U}}\), with \(u = \hat{u} \circ x\), is then flat on \(\hat{U}\).

**P.4.9 Theorem** of §P.4.6 establishes a relation between 2-dimensional manifolds equipped with a conformal structure and Riemann surfaces, that is, with 1-dimensional complex manifolds: Given isothermal (conformal) coordinates \((x, y)\) around some \(p \in M\) on \((M^2, g)\), complex coordinates can be defined by \(z := x + iy\). The transition functions of such complex coordinates are (as angle-preserving maps) either holomorphic or antiholomorphic; restricting to holomorphic (orientation preserving: \(M\) has to be orientable) transition functions, an atlas of complex coordinates is obtained. This identifies 2-dimensional (orientable) Riemannian manifolds as complex curves.

On the other hand, the pullback of the multiplication by \(i\),

\[ J_p : T_p M \to T_p M, \quad d_p z \circ J_p = i \cdot d_p z, \]

provides, if it can be extended to a global tensor field (that is, if \(M\) is orientable), \(90^\circ\) rotations (isometries with \(J^2_p = -\text{id}\)) on each tangent space: an “almost complex structure.” The above theorem states that any almost complex structure \(J\) on \(M\) (as it defines a conformal structure) comes from complex coordinate charts (that is, it is a “complex structure”).

---

\(^7\) Compare also [182]. Concerning the realization of (compact) Riemann surfaces as submanifolds of Euclidean 3-space, see [124] and [125].
P.4.10 By using the concept of an almost complex structure, another (more constructive) proof for the existence of isothermal coordinates can be given (cf., [260]):

Suppose we are given
\[ a \text{ harmonic function } x_1 : M^2 \supset U \to \mathbb{R} \text{ on a simply connected neighborhood } U \text{ around } p \in M \text{ such that } dx_1 \neq 0; \text{ then we find} \]
\[ d(*)dx_1 := d(dx_1 \circ J) = dg(\text{grad } x_1, J.) = -\Delta x_1 dA = 0, \]
so that there is a function \( x_2 : U \to \mathbb{R} \) with \( dx_2 = *dx_1 \), the “conjugate harmonic function.” Then, \((x_1, x_2) : U \to \mathbb{R}^2\) define isothermal coordinates since
\[ \partial \partial x_2 = -J \partial \partial x_1 \text{ yields } 0 = g(\partial \partial x_1, \partial \partial x_2) \text{ and } g(\partial \partial x_2, \partial \partial x_2) = g(\partial \partial x_1, \partial \partial x_1). \]

P.5 The Weyl-Schouten theorem

In higher dimensions, the Weyl-Schouten theorem gives a characterization of conformally flat Riemannian manifolds (cf., [81], [82], [300], [301], [252]):

P.5.1 Theorem (Weyl-Schouten). A Riemannian manifold \((M^n, g)\) of dimension \(n \geq 3\) is conformally flat if and only if
\[ \text{– the Schouten tensor is a Codazzi tensor, } (\nabla_x s)(y, z) = (\nabla_y s)(x, z), \text{ in the case } n = 3; \text{ and} \]
\[ \text{– the Weyl tensor vanishes, } w \equiv 0, \text{ in the case } n > 3. \]

P.5.2 Proof. (cf., [173]). By the transformation formula for the curvature tensor from §P.2.5, \((M, g)\) is conformally flat if and only if \(w = 0\) and there exists (locally) a function \(u\) with \(s = bu\).

We divide the proof into three steps:

P.5.3 Step 1. If \(n = 3\), then \(w = 0\), by algebra.

Let \((e_1, e_2, e_3)\) be an orthonormal basis of some \(T_p M\); then\(^{10}\)
\[ r(e_i, e_j, e_i, e_j) = ric(e_i, e_i) + ric(e_j, e_j) - \frac{1}{2} \text{scal} = (s \wedge g)(e_i, e_j, e_i, e_j) \]

\(^8\) Of course, to obtain a complete proof, one would have to show that such nonconstant harmonic functions (locally) always exist.

\(^9\) Note that \(\nabla J = 0\) because, for any vector field \(v\), \(g((\nabla J)v, v) = 0\) and \(g((\nabla J)v, Jv) = 0\).

\(^{10}\) The computation is best done from right to left.

Another, more conceptual proof was pointed out by Konrad Voss: Let \(\text{Sym}(V)\) denote the space of symmetric bilinear forms on a vector space \(V\), and note that \(\text{Sym}(\Lambda^2 V)\) is the space of algebraic curvature tensors on \(V\) if \(\dim V = 3\) (the first Bianchi identity follows from the other symmetries in this case). Now, observe that
\[ \text{Sym}(V) \ni s \mapsto r(s) = s \wedge g \in \text{Sym}(\Lambda^2 V) \quad \text{and} \quad \text{Sym}(\Lambda^2 V) \ni r \mapsto s(r) \in \text{Sym}(V) \]
are linear maps. Since \(\text{Sym}(V) \ni s \mapsto s(r(s)) = s \in \text{Sym}(V)\) is the identity, the linear map \(s \mapsto r(s)\) injects and hence is an isomorphism since \(\dim \text{Sym}(V) = \dim \text{Sym}(\Lambda^2 V)\) in the case \(\dim V = 3\).
for \( i \neq j \), showing that \( w \) vanishes as all its sectional curvatures do.

**P.5.4** Step 2. If \( n > 3 \), then \( w = 0 \) implies \((\nabla_x s)(y, z) = (\nabla_y s)(x, z)\); this is a consequence of the second Bianchi identity.

If \( r = s \land g \), then \((\nabla_x r) = (\nabla_x s) \land g\); thus,

\[
0 = \left[ (\nabla_x s) \land g \right](y, z, v, w) + \left[ (\nabla_y s) \land g \right](z, x, v, w) + \left[ (\nabla_z s) \land g \right](x, y, v, w).
\]

Contraction with respect to \( x \) and \( w \) yields

\[
0 = \left[ (\nabla_z s)(y, v) - (\nabla_y s)(z, v) + g(y, v)(\text{div } s)(z) - g(z, v)(\text{div } s)(y) \right]
\]

\[
+ \left[ (n - 2)(\nabla_y s)(z, v) + \text{tr}(\nabla_y s)g(z, v) \right]
\]

\[
- \left[ (n - 2)(\nabla_z s)(y, v) + \text{tr}(\nabla_z s)g(y, v) \right]
\]

\[
= (n - 3)[(\nabla_z s)(y, v) - (\nabla_y s)(z, v)],
\]

since \(^{11)}\) \( \text{div } s - d(\text{trs}) = \frac{1}{n-2}(\text{div } \text{ric} - \frac{1}{2}d\text{ scal}) = 0 \).

**P.5.5** Step 3. \((\nabla_x s)(y, z) = (\nabla_y s)(x, z)\) is the integrability condition of the partial differential equation \( b_u = s \) for \( u \) when \( w = 0 \).

With the \((1, 1)\)-Schouten tensor \( S \), \( s = g(., S.) \), and the ansatz \( v = \text{grad } u \), the equation \( b_u = s \) is equivalent to the system

\[
\frac{du}{\nabla v} = g(v, .),
\]

\[
\nabla v = S + g(v, .)v - \frac{1}{2}g(v, v)\text{id}.
\]

Because \( A := S + g(v, .)v - \frac{1}{2}g(v, v)\text{id} \) is symmetric, any solution \( v \) of the second equation is locally a gradient.

The integrability condition for the second equation\(^{12)}\) reads

\[
0 = (\nabla_x A)(y) - (\nabla_y A)(x) + R(x, y)v
\]

\[
= (\nabla_x S)(y) - (\nabla_y S)(x) + W(x, y)v,
\]

since \( W(x, y)v = R(x, y)v - (g(Sx, v)y - g(y, v)Sx) + (g(Sy, v)x - g(x, v)Sy) \). Thus, assuming \( W = 0 \), the claim follows.

**P.5.6 Example.** The spaces of constant curvature \( K \equiv c = \text{const} \) are conformally flat: Here, the curvature tensor \( R(x, y)z = c[g(z, x)y - g(z, y)x] \), that is, \( r = \frac{c}{2}g \land g \). Hence, the Weyl tensor vanishes, \( w = 0 \), and the Schouten tensor \( s = \frac{c}{2}g \) clearly is a Codazzi tensor.

\(^{11)}\) This can also be obtained by contracting again with respect to \( z \) and \( v \).

\(^{12)}\) In local coordinates, the integrability condition for the second equation \( \partial_i v^k = A^k_i - \Gamma^k_{im}v^m \) reads \( 0 = (\partial_i \partial_j - \partial_j \partial_i)v^k = (\partial_i A^k_j - \partial_j A^k_i + \Gamma^k_{im}A^m_j - \Gamma^k_{jm}A^m_i) + R^k_{mi}v^m \).
The Weyl-Schouten theorem shows that the condition of being conformally flat is a second-order condition on the metric in the case \( n > 3 \), but it is a third-order condition in the case \( n = 3 \). This makes the case \( n = 3 \) different from higher dimensions, and it becomes more complicated in some respect: For example, a Riemannian manifold of dimension \( n > 3 \) is conformally flat if and only if to any orthogonal basis of a tangent space there exists a (local) orthogonal coordinate system with the Gaussian basis fields at the point pointing along the prescribed directions,\(^{13}\) that is, if and only if there is (locally) an \( n \)-fold orthogonal system of hypersurfaces in any position. On the other hand, such orthogonal coordinate systems in arbitrary positions exist on any 3-dimensional Riemannian manifold (see [252] or [200]).

Another example is the study of conformally flat hypersurfaces in the conformal \((n + 1)\)-sphere \( S^{n+1} \): These are well understood in the case of dimension \( n > 3 \) (see [61], [102], [222]), while 3-dimensional conformally flat hypersurfaces in \( S^4 \) are still not fully classified. We will come back to this point later; there, the following example will be important.

**Example.** Consider a 3-dimensional product manifold \( \hat{M}^3 = M^2 \times I \) with a product metric \( g + ds^2 \), where \((M,g)\) is a Riemannian surface with Gaussian curvature \( K \) and \( I \) is an interval with parameter \( s \). Because covariant differentiation on \((\hat{M}, g + ds^2)\) splits and is trivial on the 1-dimensional component, we have

\[
\hat{\nabla} = \pi^* \nabla = \pi^* \frac{1}{2} Kg \wedge g = \frac{1}{2} K (g - ds^2) \wedge (g + ds^2),
\]

where \( \pi : M \times I \to M \) denotes the projection onto the first component. The last equality follows from \( ds^2 \wedge ds^2 = 0 \) and the symmetry of the Kulkarni-Nomizu product (see §P.2.3). Consequently, \( \hat{s} = \frac{1}{2} K (g - ds^2) \) is the Schouten tensor of \( \hat{M}^3 \). Since \( (g - ds^2) \) is clearly parallel, \( \hat{\nabla} (g - ds^2) = 0 \), the covariant derivative of \( \hat{s} \) is given by \( (\hat{\nabla}_x + \frac{\partial}{\partial s} \hat{s}) = \frac{1}{2} dK(x) \cdot (g - ds^2) \), where \( x \in T M \). Thus, by the Weyl-Schouten theorem, \((M \times I, g + ds^2)\) is conformally flat if and only if \( K \equiv \text{const} \):

\[
0 = (\hat{\nabla}_{\frac{\partial}{\partial s}} \hat{s})(x, \frac{\partial}{\partial s}) - (\hat{\nabla}_x \hat{s})(\frac{\partial}{\partial s}, \frac{\partial}{\partial s}) = \frac{1}{2} dK(x).
\]

---

\(^{13}\) One direction of the proof is trivial; the other relies on the fact that the Weyl tensor vanishes if and only if \( r(e_1, e_2, e_3, e_4) = 0 \) for four (different) orthogonal vectors, and on the integrability of the coordinate hypersurfaces.
P.6 Submanifolds

For a submanifold $M \subset \hat{M}$ of a Riemannian manifold $(\hat{M}, \hat{g})$, the induced covariant derivative $\nabla$ (which turns out to be the Levi-Civita connection of the induced metric $I = g = \hat{g}|_{TM \times TM}$), the second fundamental form $\mathcal{II}$, the Weingarten tensor fields $A_n$, and the normal connection $\nabla_{\perp}$ are defined through the orthogonal decomposition $T_p\hat{M} = T_pM \oplus N_pM$:

\begin{align*}
\hat{\nabla}_{xy} &= \nabla_{xy} + \mathcal{II}(x,y), \\
\hat{\nabla}_{xn} &= -A_n x + \nabla_{\perp}^{\perp} n.
\end{align*}

With these notations, the compatibility conditions (Gauss-Codazzi equations) read as follows:

\begin{align*}
[\hat{R}(x,y)z]^T &= R(x,y)z + [A_{\mathcal{II}(y,z)}x - A_{\mathcal{II}(x,z)}y] \quad \text{(Gauss eqn)}, \\
[\hat{R}(x,y)z]^{\perp} &= -[(\nabla_{x \perp}^{\perp} \mathcal{II})(y,z) - (\nabla_{y \perp}^{\perp} \mathcal{II})(x,z)] \quad \text{(Codazzi eqn)}, \\
[\hat{R}(x,y)n]^T &= [(\nabla_{x} A_n) y - (\nabla_{y} A_n) x] \quad \text{(Codazzi eqn)}, \\
[\hat{R}(x,y)n]^{\perp} &= R^{\perp}(x,y)n - [\mathcal{II}(A_n x, y) - \mathcal{II}(x, A_n y)] \quad \text{(Ricci eqn)}.
\end{align*}

Our next task is to determine the transformation behavior of these quantities when the ambient space’s metric changes conformally:

P.6.1 Lemma. Under a conformal change $\hat{g} \to \tilde{g} = e^{2u} \hat{g}$ of the ambient manifold’s metric, the second fundamental form, the Weingarten tensor, and the normal connection change as follows:

\begin{align*}
\mathcal{II}(x,y) &\to \tilde{\mathcal{II}}(x,y) = \mathcal{II}(x,y) - I(x,y)[\text{grad } u]^{\perp}, \\
A_n x &\to \tilde{A}_n x = A_n x - du(n)x, \\
\nabla_{\perp} n &\to \tilde{\nabla}_{\perp} n = \nabla_{\perp} n + du(x)n.
\end{align*}

Moreover, the normal curvature $R^{\perp}(x,y)n$ is invariant.

P.6.2 Proof. The formulas follow by a straightforward computation from the transformation formula for the ambient Levi-Civita connection $\hat{\nabla}$ (see §P.2.1).

For the last statement, we employ the Ricci-equation: With

\[(b_u \land \hat{g})(x,y,n,\hat{n}) = 0\]

and

\[
\tilde{g}(\tilde{A}_n x, \tilde{A}_n y) = e^{2u}\{I(A_n x, A_n y) - I(A_n x, y)\partial_{\hat{n}} u - I(x, A_n y)\partial_{\hat{n}} u + I(x, y)\partial_{\hat{n}} u \partial_{\hat{n}} u\},
\]
we deduce
\[
\tilde{r}^\perp(x, y, n, \hat{n}) = \tilde{r}(x, y, n, \hat{n}) + [\tilde{g}(\tilde{A}_n x, \tilde{A}_n y) - \tilde{g}(\tilde{A}_{\hat{n}} x, \tilde{A}_{\hat{n}} y)]
\]
\[
= e^{2u} \{\tilde{r}(x, y, n, \hat{n}) + [I(A_n x, A_n y) - I(A_{\hat{n}} x, A_{\hat{n}} y)]\}
\]
\[
= e^{2u} r^\perp(x, y, n, \hat{n}),
\]
where we use \(\tilde{g}(\Pi(A_n x, z), \hat{n}) = g(A_n x, A_{\hat{n}} z)\). This proves the claim. \(\triangleright\)

**P.6.3** At this point it is straightforward to derive various conformal invariants for submanifolds. Later, we will occasionally be concerned with certain “simple” conformal (or Möbius) invariants.\(^{14}\) However, here we do not attempt to study invariants of submanifolds systematically or to determine a (complete) set of invariants that describes a submanifold uniquely in the geometry considered (that is, up to conformal or Möbius transformations in our case) in the sense of a Bonnet-type “fundamental theorem” for submanifolds in conformal or Möbius geometry. But, we will recover some of the discussed conformal invariants discussed in the following paragraphs by geometric considerations later — which will in some cases naturally lead to certain special classes of surfaces in Möbius geometry as, for example, Willmore surfaces as Möbius analogs of Euclidean minimal surfaces.

The systematic study of conformal (or Möbius) invariants has a long tradition in differential geometry, and for readers interested in getting more information on the subject some references may prove useful, even if the list is far from being complete: For surfaces in a 3-dimensional (conformally flat or flat) ambient space, various results were obtained around 1900 by A. Tresse [283], P. Calapso [54] (compare also [53], [55], and the survey [59] by his son, R. Calapso), R. Rothe [247], and K. Ogura [210], as well as G. Fubini [120] (cf., [121]). A short survey on the state of the art around that time was given by L. Berwald [14]. Relevant work by G. Thomsen [277], [278] and by É. Cartan [61], [62] will be considered in the course of the present text. In 1944, A. Fialkov [115] gave a rather exhaustive treatment of conformal invariants of submanifolds from the Riemannian point of view; for the special cases of curves and (2-dimensional) surfaces, the reader may also consider the two papers [114] and [116]. More recently, there is work

\(^{14}\) We distinguish between “conformal invariants” and “Möbius invariants”: The latter are invariant under Möbius (or conformal) transformations, that is, under those conformal changes of the (ambient) metric that are caused by pulling back the ambient metric with a Möbius transformation, whereas the former are invariant under arbitrary conformal changes. For example, as we will see in the following section, the “distance spheres” on \(S^n\) are Möbius invariant — to any (hyper)sphere of \(S^n\) there is a “center”; however, when changing the metric on (part of) \(S^n\) conformally (so that it becomes flat, for example) not all hyperspheres will remain distance spheres, as some of them will lose the property of having a center. Thus, the notion of a distance sphere is not conformally invariant in general. Below we shall discuss briefly another example of a Möbius invariant for submanifolds that is not invariant under general conformal changes of the ambient metric.
Thus let us derive some simple conformal invariants. Besides the induced conformal structure \([I]\) on \(M\), which is clearly a conformal invariant, the most prominent conformal invariant is the (normal bundle—valued) trace-free second fundamental form:

\[
\mathbb{II} - H \cdot I \quad \text{where} \quad H := \frac{1}{m} \text{tr}_I \mathbb{II} = \frac{1}{m} \sum_{i=1}^{m} \mathbb{II}(e_i, e_i)
\]

denotes the mean curvature vector field; herein, \((e_1, \ldots, e_m)\) denotes an orthonormal basis. Accordingly, the normalized length \(h\) of the trace-free second fundamental form,

\[
h^2 := \frac{1}{m} \hat{g}(\mathbb{II} - HI, \mathbb{II} - HI) = \frac{1}{m} \sum_{i=1}^{m} \hat{g}((\mathbb{II} - HI)(e_i, e_j), (\mathbb{II} - HI)(e_i, e_j)),
\]

changes opposite to the induced metric: If \(\hat{g} \to e^{2u} \hat{g}\), then \(h^2 \to e^{-2u} h^2\). Therefore, as soon as \(\mathbb{II} - HI \neq 0\), so that \(h \neq 0\), an invariant representative of the induced conformal structure \([I]\) (the “conformal (surface) measure tensor” in [115]) can be defined by

\[
I_{\text{conf}} := h^2 \cdot I.
\]

In case \(M \subset \hat{M}\) is a hypersurface, one usually considers the second fundamental form (and hence the mean curvature) to be real-valued,

\[
\mathbb{II}_R = \hat{g}(\mathbb{II}, n) \quad \text{and} \quad H_R = \hat{g}(H, n),
\]

with a unit normal field \(n\). As \(n \to \tilde{n} = e^{-u} n\) when \(\hat{g} \to \tilde{g} = e^{2u} \hat{g}\), a conformally invariant normal field may be defined by

\[
n_{\text{conf}} := h^{-1} n,
\]

with a metric unit normal field \(n\); hence a real-valued “conformal second fundamental form” will be given by

\[
\mathbb{II} - HI = (\mathbb{II} - HI)_{\text{conf}} \cdot n_{\text{conf}} \iff (\mathbb{II} - HI)_{\text{conf}} = h^2 \hat{g}(\mathbb{II} - HI, n_{\text{conf}}) = h \hat{g}(\mathbb{II} - HI, n).
\]

\[15\) In fact, \(h\) can be used to define an invariant representative \(h^2 \hat{g}\) of the ambient space’s conformal structure \([\hat{g}]\) “along” \(M \subset \hat{M}\) (cf., [115]): this “conformal ambient metric along \(M\)” (“conformal (space) measure tensor” in [115]) will prove useful below.

\[16\) Here we use the “conformal ambient metric along \(M\)” as discussed in the previous footnote.
With this we recover Fubini’s [120] conformally invariant fundamental forms for surfaces: As $h^2 = (H^2_R - K)^2$ with the (real) mean and (extrinsic) Gauss curvature $H_R$ and $K$ of $M^2 \subset \hat{M}$, we find

$$I_{\text{conf}} = (H^2_R - K)I \quad \text{and} \quad (\mathbb{II} - HI)_{\text{conf}} = \sqrt{H^2_R - K}(\mathbb{II} - H_RI).$$

We will eventually come across these two invariant “conformal fundamental forms” by means of a different geometric construction later; in particular, the “conformal metric” $I_{\text{conf}}$ will play a distinguished role in various contexts.

Clearly, other conformal invariants can then be derived from the above conformal invariants; for example, from the conformally invariant metric $I_{\text{conf}}$ on $M$ one can derive a conformally invariant Levi-Civita connection$^{17}$ as well as a related curvature tensor (cf., [115]).

**P.6.5** To demonstrate the difference between Möbius invariants and conformal invariants, we briefly discuss Wang’s “Möbius form” (see [297] or [181]): for a submanifold in $S^n$ (or any other space of constant curvature) with $h \neq 0$, this normal bundle—valued 1-form can be defined by$^{18}$

$$\omega(x) := \frac{1}{h^2}(\nabla_x^\perp H + (\mathbb{II} - HI)(\text{grad } \ln h, x)).$$

A lengthy but straightforward computation$^{19}$ then shows that, for $\xi \in NM$,

$$h^2 \hat{g}(\omega(x) - \tilde{\omega}(x), \xi) = b_u(x, \xi)$$

when changing the ambient metric conformally, $\hat{g} \rightarrow \tilde{g} = e^{2u} \hat{g}$. Thus $\omega$ stays invariant under conformal changes of the ambient metric for which the normal and tangent bundles of the submanifold are orthogonal with respect to the symmetric bilinear form $b_u$. However, it will not be invariant under arbitrary conformal changes of the ambient metric.

Now we consider the conformal change $\hat{g} \rightarrow \tilde{g} = e^{2u} \hat{g} = \mu^* \hat{g}'$ induced by a conformal transformation $\mu$ of the space $(\hat{M}, \hat{g})$ of constant curvature $\hat{c}$ into a space $(\hat{M}', \hat{g}')$ of (possibly different) constant curvature $\hat{c}$: Considering $\mu$ as an isometry, $\mu : (\hat{M}, \hat{g}) \rightarrow (\hat{M}', \hat{g}')$, we infer that

$$e^{2u}(\frac{\xi}{2} \hat{g} - b_u) \land \hat{g} = e^{2u}(\tilde{\hat{r}} - b_u \land \hat{g}) = \tilde{r} = \mu^* \hat{r}' = \frac{\hat{c}}{2} \mu^* \hat{g}' \land \mu^* \hat{g}' = \frac{\hat{c}}{2} e^{4u} \hat{g} \land \hat{g},$$

$^{17}$ However, even though the conformal metric can be “extended” to a conformal ambient metric along $M$, this connection does not extend because we are lacking the derivative of $h$ in normal directions.

$^{18}$ The form given here differs from the one given by Wang by a constant.

$^{19}$ We use the conformally invariant “conformal ambient metric” $h^2 \hat{g}$ in this computation.
so that $b_u = \frac{c-c'e^{2u}}{2} \hat{g} = \frac{1}{2}(c\hat{g} - c'\hat{g})$. Hence Wang’s Möbius form is indeed invariant under such conformal changes of the ambient metric, showing two things: First, $\omega$ is a Möbius invariant, and, second, it does not depend on the value of the constant curvature of the ambient space. In particular, it does not matter whether we compute $\omega$ for a submanifold in the sphere $S^n$ or for, say, its stereographic projection in Euclidean ambient space $\mathbb{R}^n$.

For hypersurfaces Wang’s Möbius form can be expressed in terms of a real-valued quantity by using the conformal normal field introduced in §P.6.4:

$$\omega =: n_{\text{conf}} \omega_{\mathbb{R}} = \frac{n}{h} \{ \frac{dH_{\mathbb{R}}}{h} + \frac{1}{h^2} (\mathcal{II}_{\mathbb{R}} - H_{\mathbb{R}} I)(\text{grad}h,.) \};$$

in the case of a surface, we introduce curvature line coordinates $^{20)} (x_1, x_2)$ so that (here we use the notation of the classical authors)

$$I = Edx_1^2 + Gdx_2^2 \quad \text{and} \quad \mathcal{II}_{\mathbb{R}} = k_1 Edx_1^2 + k_2 Gdx_2^2,$$

and the real Möbius form $\omega_{\mathbb{R}}$ reduces $^{21)}$ to

$$\omega_{\mathbb{R}} = \frac{1}{h} \{ \frac{\partial k_1}{\partial x_1} dx_1 + \frac{\partial k_2}{\partial x_2} dx_2 \}.$$

This form of $\omega_{\mathbb{R}}$ reveals a close relationship with another Möbius invariant for surfaces in Euclidean 3-space that was first given $^{22)}$ by Weingarten [299] (see also [88] and [247]):

$$\Omega := \frac{dh}{h} + \frac{1}{h^2} (\mathcal{II}_{\mathbb{R}} - H_{\mathbb{R}} I)(\text{grad}H_{\mathbb{R}},.) = \frac{1}{h} \{ \frac{\partial k_1}{\partial x_1} dx_1 - \frac{\partial k_2}{\partial x_2} dx_2 \}.$$

In fact, the two forms $\omega_{\mathbb{R}}$ and $\Omega$ give rise to a whole pencil $t \omega_{\mathbb{R}} + (1-t)\Omega$, $t \in \mathbb{R}$, of Möbius invariant 1-forms. To see the Möbius invariance of $\Omega$ we can directly use the Möbius invariance of $\omega_{\mathbb{R}}$ and the conformal invariance of the curvature directions, given below: Since

$$\Omega(\partial/\partial x_1) = \omega_{\mathbb{R}}(\partial/\partial x_1) \quad \text{and} \quad \Omega(\partial/\partial x_2) = -\omega_{\mathbb{R}}(\partial/\partial x_2),$$

$^{20)}$ Note that higher dimensional and/or codimensional submanifolds do not carry curvature line coordinates in general.

$^{21)}$ This form of $\omega_{\mathbb{R}}$ lets us recover a classification result of Wang [297]: A surface in 3-space with vanishing Möbius form, $\omega = 0$, is a Dupin cyclide. We will come across Dupin cyclides various times in this text; they will appear as double channel surfaces in the following chapter, that is, as surfaces with two families of circular curvature lines.

$^{22)}$ The form presented here differs from those given in the literature by constants. This 1-form appeared first in the context of isothermic surfaces — this will be discussed in greater detail later. Compare [65], [299], [164], [244], and [246].
and since our curvature line coordinates \((x_1, x_2)\) are conformally invariant, we have

\[
(\Omega - \tilde{\Omega})(\frac{\partial}{\partial x_1}) = (\omega_R - \tilde{\omega}_R)(\frac{\partial}{\partial x_1}) = b_u(\frac{\partial}{\partial x_1}, n_{conf}) = 0,
\]
\[
(\Omega - \tilde{\Omega})(\frac{\partial}{\partial x_2}) = -(\omega_R - \tilde{\omega}_R)(\frac{\partial}{\partial x_2}) = -b_u(\frac{\partial}{\partial x_2}, n_{conf}) = 0.
\]

However, Rothe [247] derived a form of \(\Omega\) that is indeed conformally invariant: By employing the Codazzi equations,

\[
\frac{\partial k_1}{\partial x_2} + (k_1 - k_2) \frac{\partial}{\partial x_2} \ln \sqrt{E} = 0 \quad \text{and} \quad \frac{\partial k_2}{\partial x_1} - (k_1 - k_2) \frac{\partial}{\partial x_1} \ln \sqrt{G} = 0,
\]

and \(k_1 - k_2 = \pm 2h\) so that (formally) \(d \ln h = d \ln (k_1 - k_2)\), we obtain

\[
\pm \frac{1}{2} \Omega = d \ln (h^2 \sqrt{EG}) + \frac{1}{4} (\frac{\partial}{\partial x_1} \ln G) dx_1 + \frac{1}{4} (\frac{\partial}{\partial x_2} \ln E) dx_2.
\]

**P.6.6** As we will build our approach to Möbius geometry on the notion of sphere and sphere-preserving transformations (rather than conformal transformations) we will need the following lemma. Besides showing that the curvature lines, or curvature directions of a submanifold, (if they exist) are conformally invariant, it provides the basis for a discussion of spheres from a local, conformal geometry point of view — it will enable us to define the notion of a sphere without referring to a “center.” And, in fact, we will obtain a more general notion of a sphere than the notion of a “distance sphere.”

The following lemma follows directly from §P.6.1:

**P.6.7 Lemma.** For fixed \(n \in \mathbb{N}_p M\), the eigenspaces of the Weingarten tensor \(A_n : T_p M \to T_p M\) are conformally invariant. In particular, the notion of an umbilic \(^{23}\) \(p \in M\), that is, \(A_n = \lambda(n) id_{T_p M}\) with a (linear) functional \(\lambda : N_p M \to \mathbb{R}\), is invariant.

**P.7 Spheres**

Using this last lemma, we can give an obviously conformally invariant definition of a (hyper)sphere; because completeness is not a conformal invariant, we have to encode the desired “maximality” of a sphere a little differently:

**P.7.1 Definition.** A hypersphere \(S \subset \hat{M}\) in a Riemannian manifold \((\hat{M}, \hat{g})\) of dimension \(n \geq 3\) is a connected, totally umbilic hypersurface that is

\(^{23}\) Equivalently, an umbilic can be characterized by \(h(p) = 0\) since \(\Sigma = \Sigma_j I(., A_{n_j} .) n_j\) for an orthonormal basis \((n_1, \ldots, n_{n-m})\) of \(N_p M\): Thus \(\Sigma p = H(p) I_p\) for some vector \(H(p) \in N_p M\) if and only if \(A_n = \hat{g}(H(p), n) id_{T_p M} = \lambda(n) id_{T_p M}\).
“maximal” in the sense that there is no strictly larger connected, totally umbilic hypersurface containing $S$.

P.7.2 In particular:

(i) this notion of “hyperspheres” in $(M, g)$ depends only on the conformal structure $[g]$ defined by $g$; and,

(ii) if $f : (M, g) \rightarrow (\tilde{M}, \tilde{g})$ is a conformal diffeomorphism, then it maps hyperspheres to hyperspheres.

P.7.3 Examples. On $S^n \subset \mathbb{R}^{n+1}$, the hyperspheres are the intersections of $S^n$ with affine hyperplanes $H \subset \mathbb{R}^{n+1}$, $\text{dist}(H, 0) < 1$.

In $\mathbb{R}^n$, a “hypersphere” is either a hypersphere (in the usual sense) or a hyperplane: The stereographic projection (cf., §P.1.3) $\sigma(S) \subset \mathbb{R}^n$ of a hypersphere $S \subset S^n$ is a hypersphere or a hyperplane (if $S$ contains the center of projection).

In hyperbolic space $H^n = (B(1), \frac{4}{(1-|p|^2)^2} dp^2)$ (see §P.1.3) the hyperspheres are the intersections of $B(1)$ with hyperspheres in $\mathbb{R}^n$. Note that (as in Euclidean space) not all hyperspheres in $H^n$ are distance spheres: If $S \subset H^n$ touches the infinity boundary $S^{n-1} = \partial H^n$, then the orthogonal geodesics meet on the infinity boundary; if $S$ intersects $\partial H^n$, then the orthogonal geodesics do not intersect at all. Also note that the hyperspheres intersecting $S^{n-1} = \partial H^n$ orthogonally are the hyperplanes of $H^n$.

P.7.4 It can be shown that a Riemannian manifold of dimension $n > 3$ has totally umbilic hypersurfaces in any position (that is, for any prescribed vector $v \in TM$ there exists locally an umbilic hypersurface orthogonal to that vector) if and only if the manifold is conformally flat$^{24}$ (see [252]). This might serve as a motivation why we will restrict to the conformal $n$-sphere as an ambient space soon, since “Möbius geometry” has the hypersphere-preserving transformations as its symmetry group.

P.7.5 Later we will wish to describe spheres of higher codimension as intersections of hyperspheres. Here, a key tool is the following well-known generalization of a theorem dealing with the intersection of two surfaces in Euclidean 3-space (cf., [260]):

P.7.6 Theorem (Joachimsthal). Let $M := M_1 \cap M_2$ be the transversal intersection of two hypersurfaces of a Riemannian manifold $(\tilde{M}, \tilde{g})$; then two of the following imply the third:

(i) $\forall p \in M, n_1 \in N_p M_1 : A_{n_1} T_p M \subset T_p M$;

(ii) $\forall p \in M, n_2 \in N_p M_2 : A_{n_2} T_p M \subset T_p M$;

(iii) $M_1$ and $M_2$ intersect at a constant angle.

$^{24}$ This is not true in dimension $n = 3$, where totally umbilic (hyper)surfaces always exist.
\textbf{P.7.7} \textit{Proof.} \( 0 = \partial_x \hat{g}(n_1, n_2) + \hat{g}(n_1, A_{n_2}^M x) + \hat{g}(A_{n_1}^M x, n_2) \) for \( x \in T_p M \) and unit normal fields \( n_i \) of \( M_i \), defined near \( p \). \( \triangleright \)

\textbf{P.7.8} As an immediate consequence, hyperspheres intersect at a constant angle. In particular, if a family of hyperspheres \( S_1, \ldots, S_k \) intersect transversally at one point \( p \in M := \bigcap_{i=1}^k S_i \), then it intersects transversally along the intersection \( M \), which is consequently ensured to be a submanifold.

\textbf{P.7.9} \textit{Lemma.} The transversal intersection \( M := \bigcap_{i=1}^k S_i \) of hyperspheres \( S_i \), \( i = 1, \ldots, k \), is a connected, totally umbilic submanifold with flat normal bundle.

\textbf{P.7.10} \textit{Proof.} Let \( n_i \) denote (local) unit normal fields of \( S_i \). Then, since the \( S_i \)'s are totally umbilic, \( \hat{\nabla}_x n_i = -\lambda_i x \) for \( x \in T_p M = \bigcap_{i=1}^k T_p S_i \), with suitable functions \( \lambda_i \). In particular, the \( n_i \)'s are parallel (local) sections of the normal bundle \( NM \).

Since \( N_p M = \text{span}\{n_i\} \), any normal field can be written in terms of the \( n_i \)'s, \( n = \sum_{i=1}^k a_i n_i \). Then \( \hat{\nabla}_x n = -\lambda(n)x + \sum_{i=1}^k (\partial_x a_i)n_i \) with the 1-form \( \lambda(n) := \sum_{i=1}^k \lambda_i a_i \).

Thus, \( M \) is totally umbilic and, because it has a (local) basis of parallel normal fields, has flat normal bundle. \( \triangleright \)

\textbf{P.7.11} In Euclidean space, it is an easy exercise to prove the converse: Any totally umbilic submanifold \( M \subset \mathbb{R}^n \), \( m := \dim M > 1 \), with flat normal bundle lies in the transversal intersection of \( n - m \) hyperspheres (or hyperplanes, which are also hyperspheres in our more general sense). Namely, using the Codazzi equation, \( (\nabla_x A)_n y = (\nabla_y A)_n x \), we obtain \( (\nabla_x \lambda(n)) \cdot y = (\nabla_y \lambda(n)) \cdot x \), where \( \lambda \) denotes the 1-form on \( NM \) given by \( A_n x = \lambda(n) \cdot x \). Consequently, for any parallel normal field \( n \), the function \( \lambda(n) \) is constant. Now, either \( \lambda(n) = 0 \) and \( n \) is constant (in which case \( M \) lies in the hyperplane with normal \( n \)) or \( \lambda(n) \neq 0 \) and \( p \mapsto p + \frac{1}{\lambda(n_p)} n_p \) is constant, giving the center of a hypersphere that contains \( M \). Since \( M \) has flat normal bundle, there is (locally) a basis of parallel normal fields to get \( n - m \) hyperspheres that contain the submanifold, because the constancy of \( n \) or \( p \mapsto p + \frac{1}{\lambda(n_p)} n_p \), respectively, extends to all of \( M \) if \( M \) is connected.

\textbf{P.7.12} By stereographic projection, this result carries over to submanifolds of \( S^m \) since the notions of flatness of the normal bundle and total umbilicity are conformally invariant. Note that, in \( S^n \), the distinction between hyperspheres and hyperplanes becomes obsolete. By conformal invariance again,

\footnote{At this point, we use the transversality assumption, so that the \( n_i \)'s form a local basis.}
the result is valid for all ambient manifolds that are (globally) conformally equivalent to a subset of $S^n$ equipped with its standard metric, that is, those that are conformally equivalent to a subset of the conformal $n$-sphere:

**P.7.13 Lemma.** Any “maximal,” connected, totally umbilic submanifold $M^m$, $m > 1$, with flat normal bundle in a conformal manifold $(\hat{M}^n, [g])$, which conformally embeds into the conformal $n$-sphere, is the intersection of $n - m$ hyperspheres.

**P.7.14** Note that, for dimension $\dim M = 1$, the above definition of “hypersphere” is not exactly what we want: Any “maximal” curve would be a hypersphere.\(^{26}\) We will leave this situation as it is; however, as we will abandon the Riemannian picture at this point anyway, we give the following brute-force definition:

**P.7.15 Definition.** On (subsets of) $S^2$ equipped with a metric that is conformally equivalent to the standard metric, a hypersphere (circle) is a maximal (in the above sense) curve that has constant geodesic curvature with respect to the standard $S^2$-metric.

**P.8 Möbius transformations and Liouville’s theorem**

We now turn away from the Riemannian setup and restrict our attention to (subsets of) the conformal $n$-sphere\(^ {27}\) as the ambient manifold. In this setup, we will develop the Möbius geometry of submanifolds, that is, the aspects of their geometry that are invariant under the group of Möbius transformations, or conformal transformations, as we will learn from Liouville’s theorem:

**P.8.1 Definition.** A diffeomorphism $\mu : S^n \to S^n$ on $S^n$ that preserves hyperspheres (maps hyperspheres to hyperspheres) is called a Möbius transformation; the group of Möbius transformations of $S^n$ is called the Möbius group, denoted by Möb($n$).

**P.8.2** Any conformal diffeomorphism $\mu : S^n \to S^n$, $n \geq 2$, is a Möbius transformation: For $n > 2$, this is a consequence of our previous developments; for $n = 2$, this is a case of the uniqueness part of the uniformization theorem (see [257]). However, in the case $n > 2$, we have an even stronger

\(^{26}\) This is less absurd than it appears at first: Any (real) analytic embedding $c : S^1 \to \mathbb{C}$ of the unit circle extends to an analytic (conformal) diffeomorphism defined on an annulus about $S^1$.

\(^{27}\) In higher dimensions, only the conformal $n$-sphere provides “enough” hyperspheres to be preserved by Möbius transformations (see §P.7.4). On any other Riemannian manifold the conformal group (group of Möbius transformations) is inessential (see [119] or [111]).
statement that ties down a conformal diffeomorphism even if it is only known locally:

**P.8.3 Theorem (Liouville).** Let \( f : U \to V \) be a conformal diffeomorphism between connected open subsets \( U, V \subset S^n, n \geq 3 \); then, there is a unique Möbius transformation of \( S^n \), \( \mu \in \text{Möb}(n) \), such that \( f = \mu|_U \).

**P.8.4 Proof.** See [170]; another proof will be given later. \( \triangleright \)
Chapter 1
The projective model

Following Klein’s Erlanger program [160], a geometry can be described in terms of a transformation group acting on an underlying space (see also [254]): Two geometric configurations are considered equivalent if one can be mapped onto the other by an element of the transformation group under consideration. Thus, we describe Möbius geometry as the geometry given by the Möbius group $\text{Möb}(n)$ acting on the conformal $n$-sphere $S^n$. The goal of this chapter is to describe Möbius geometry as a subgeometry of projective geometry, as the classical geometers did; see [239], [86], and [88], or [161], where interesting historical remarks also are to be found. This description provides a linearization of Möbius geometry: Spheres will be described by certain linear subspaces and Möbius transformations by linear transformations.

After the description of this model of Möbius geometry, culminating in a “translation table” for the occurring geometric objects and relations (see Figure T.1), we will discuss the metric geometries (hyperbolic, Euclidean, and spherical geometry) as subgeometries of Möbius geometry — and give the announced proof of Liouville’s theorem by making use of the subgeometry description of hyperbolic (resp. Euclidean) geometry.

Turning to differential geometry, we will introduce the concept of (hyper)sphere congruences and their envelopes, which is central to many constructions in Möbius differential geometry (cf., Figure T.2). We will set up frame formulas for certain kinds of adapted frames for later reference. There are many possibilities to carry out computations; for reasons of personal taste of the author, we will often use Cartan’s method of moving frames. However, in contrast to a common approach, we will not introduce a “canonical frame.” We will also frequently switch between the moving frame method and the invariant formalism; to make the relation between the two formalisms more transparent, we will discuss the geometry contained in the frame equations after stating them.

In this chapter, we mainly follow the presentations in W. Blaschke’s book [29] (which was actually written by G. Thomsen, as Blaschke mentions in the Preface) and in G. Thomsen’s papers [277], [278]. The interested reader may also want to check the book [275] by T. Takasu, which appeared around the same time as Blaschke’s book, and the more recent book [4] by M. Akivis and V. Goldberg; the reader shall also be referred to the very readable introduction in T. Cecil’s book [66].
The contents of this chapter are organized as follows:

**Section 1.1.** In this section the basic geometric constructions are presented. These constructions yield a description of points of the conformal \( n \)-sphere and of hyperspheres in \( S^n \) as points in a projective space with an absolute quadric. Introducing a Minkowski scalar product on the space of homogeneous coordinates the incidence of a point and a sphere, and the intersection angle of hyperspheres can be described conveniently.

**Section 1.2.** Hypersphere pencils and hypersphere complexes are introduced as configurations of hyperspheres that are linear in our projective model space, and their geometry is discussed. These configurations will, on one hand, become important in our description of the Möbius group and, on the other hand, for the description of spheres of arbitrary dimension.

**Section 1.3.** In this section we provide the relation between Möbius transformations, projective transformations of our projective model space that preserve the absolute quadric, and Lorentz transformations of the coordinate Minkowski space. Inversions are discussed as an important example. We will also see how Möbius geometry arises as the boundary geometry of hyperbolic geometry.

**Section 1.4.** Hyperbolic, Euclidean, and spherical geometry are characterized as subgeometries of Möbius geometry. In fact, we will learn how the space forms arise as quadrics of constant curvature in the coordinate Minkowski space of Möbius geometry. A generalized notion of stereographic projection from (part of) the conformal \( n \)-sphere onto a space of constant curvature is introduced. The groups of motions or similarities are characterized as subgroups of the Möbius group.

**Section 1.5.** In this section the announced proof of Liouville’s theorem is given by making use of the description of hyperbolic geometry as a subgeometry of Möbius geometry. The (global) conformal diffeomorphisms of Euclidean and hyperbolic space are discussed.

**Section 1.6.** The notions of sphere congruence and of an envelope of a sphere congruence, which are central to many constructions in Möbius differential geometry, are introduced and a convenient formulation for the enveloping condition is given. Conditions on a (hyper)sphere congruence to have one or two envelopes are derived, and the notion of a “strip” is defined.

**Section 1.7.** The notion of an adapted frame — adapted to a hypersphere congruence or one of its envelopes — of a strip is introduced, and the corresponding structure equations and compatibility conditions are derived. The geometry of the occurring forms is discussed from different points of view. The notion of a curvature sphere congruence of an immersion is introduced.
Section 1.8. As a somewhat degenerate example, channel hypersurfaces are discussed: This example will become important in the context of conformally flat hypersurfaces. As an application, the Möbius geometric classification of Dupin cyclides, that is, surfaces in $S^3$ that are channel surfaces in two ways, is presented.

Remark. Some basic knowledge of projective geometry is required in this chapter. However, it should not be difficult to extrapolate the required facts from projective geometry from the present text; the reader may also wish to have a look at [162]. An understanding of the topics covered in this chapter is absolutely necessary for everything that follows. And for the reasons indicated above, it may be of profit, even to a reader familiar with the classical setup for Möbius geometry, to flip briefly through this chapter. However, it should do no harm to postpone reading the more technical part concerning frames.

1.1 Penta- and polyspherical coordinates

In §P.8.1, we defined Möbius transformations as those transformations of (the conformal) $S^n$ that preserve hyperspheres. Thus, we will consider two kinds of “elements of Möbius geometry”: the points of the conformal $n$-sphere and the hyperspheres $S \subset S^n$. Möbius transformations act on both types of elements simultaneously. We start by giving a description of these “elements” and their interrelations.

1.1.1 Remember, from §P.7.3, that we considered a hypersphere $S \subset S^n$ as the intersection $S = E^n \cap S^n$ of an $n$-dimensional hyperplane $E^n \subset \mathbb{R}^{n+1}$ with $S^n \subset \mathbb{R}^{n+1}$ embedded into $\mathbb{R}^{n+1}$ as the standard unit sphere. Now, consider the cone $C \subset \mathbb{R}^{n+1}$ that touches $S^n$ along a hypersphere $S$ in $S^n$: If $S$ is not a great sphere, then it can be identified with the vertex of $C$, that is, with the “pole” of the (projective) hyperplane that cuts out $S$ from

---

1) Not intertwining them, in contrast to Lie transformations (cf., [29] or [66]).

2) Caution: In this section, we introduce certain identifications (as we will later also do for the other models), and soon we will stop (notationally) distinguishing between the identified objects (unless explicitly stated). This will be unfamiliar to many readers; thus, we will emphasize these identifications several times, at the beginning. However, subsequently, we will leave it to the reader to detect the correct setting from the context — here the “translation table” in Figure T.1 may be helpful.

3) For our purposes, this construction shall serve as a definition of the relation between a “pole” and its “polar hyperplane.” Another possible way to characterize this relation is provided by the observation that the two intersection points of a line through the pole separate the pole and the intersection point of the line with the polar hyperplane harmonically. In a moment, we will give a more technical characterization of “polarity,” using a scalar product on the space of $\mathbb{R}^{n+2}$ of homogeneous coordinates of $\mathbb{R}P^{n+1}$. Note that this relation of polarity can be extended to a relation between $m$- and $(n - m)$-planes in $\mathbb{R}P^{n+1}$. 


By embedding $\mathbb{R}^{n+1} \hookrightarrow \mathbb{P}^{n+1}$ (by “adding” the infinity hyperplane), this identification is extended to great spheres, where the vertex of the cone $C$ (that degenerates to a cylinder) lies in the infinity hyperplane.

![Fig. 1.1. Hyperspheres in the classical model of Möbius geometry](image)

Subsequently, we will not distinguish between a hypersphere $S \subset S^n$ and the corresponding point in the “outer space” of $S^n \subset \mathbb{P}^{n+1}$.

Thus, the elements of Möbius geometry are described in a unified manner: The points of $S^n$ are the points of the “absolute quadric” $S^n \subset \mathbb{P}^{n+1}$ while hyperspheres become points in $\mathbb{P}^{n+1}$ “outside” this absolute quadric. Observe that a hypersphere, or a point, is described by $n+2$ coordinates in this model, that is, by $5$ coordinates if we consider $S^3$. This might explain the term “pentaspherical coordinates” — see also the explanation that Klein gives in [161].

In the future, we will (notationally) not distinguish between a point in projective $(n+1)$-space and its homogeneous coordinates, nor will we distinguish between the object in $S^n$ and its representative in $\mathbb{P}^{n+1}$: We may, at the same time, write $S \subset S^n$, $S \in \mathbb{P}^{n+1}$, and $S \in \mathbb{R}^{n+2}$ or $p \in S^n \subset \mathbb{R}^{n+1}$, $p \in \mathbb{P}^{n+1}$, and $p \in \mathbb{R}^{n+2}$ as we identify $p \simeq [(1, p)] \simeq (1, p)$. Which interpretation has to be used will be clear from the context.

1.1.2 On the space $\mathbb{R}^{n+2}$ of homogeneous coordinates for points in $\mathbb{P}^{n+1}$, we introduce a scalar product $\langle \cdot, \cdot \rangle$ such that its null lines are the points $p \in S^n$: If $\mathbb{R}^{n+1}=\{x \in \mathbb{R}^{n+2} \mid x_0 = 1\}$, then $\langle \cdot, \cdot \rangle = -dx_0^2 + \sum_{i=1}^{n+1} dx_i^2$

---

4) The complement $\mathbb{P}^{n+1} \setminus S^n$ consists of two connected components: One of them is the “outer space” containing those points that correspond to spheres, i.e., that lie on (real) tangent lines to $S^n$.

5) The term “absolute” refers to the fact that polarity (see below for an algebraic description) is with respect to that quadric.
yields such a scalar product; up to nonzero multiples, this scalar product is unique.\(^6\) Given a hypersphere \(S \subset S^n\) in terms of a center\(^7\) \(m \in S^n\) and the corresponding radius \(\rho \in (0, \pi)\), we have \(S = [(\cos \rho, m)] \in \mathbb{RP}^{n+1}\). Note that, with the above choice of scaling, \(\langle S, S \rangle = \sin^2 \rho > 0\).

\[\begin{align*}
\text{Fig. 1.2. A hypersphere in terms of a “center” and its radius}
\end{align*}\]

Subsequently, we let \(\langle ., . \rangle\) be a Minkowski product on \(\mathbb{R}^{n+2} = \mathbb{R}_1^{n+2}\), that is, we rule out negative scalings of \(-dx_0^2 + \sum dx_i^2\) in the above setup. Thus the space of hyperspheres \(S \subset S^n\) becomes the space of spacelike lines in \(\mathbb{R}_1^{n+2}\), as the outer space of \(S^n \subset \mathbb{RP}^{n+1}\) can now be described in this way (cf., Figure T.1).

1.1.3 Later on, we will need to provide the space of hyperspheres with a metric: Similar to the way the Fubini-Study metric is introduced on a real projective space by considering the (metric) sphere as a Riemannian double cover, we obtain a metric on

\[\mathbb{RP}^{n+1}_O := \{ Rv \in \mathbb{RP}^{n+1} \mid v \in \mathbb{R}_1^{n+2}, \langle v, v \rangle > 0 \}\]

by considering the Lorentz sphere

\[S^{n+1}_1 := \{ v \in \mathbb{R}_1^{n+2} \mid \langle v, v \rangle = 1 \}\]

as a Lorentzian double cover of \(\mathbb{RP}^{n+1}_O\). Thus, by denoting the light cone in our coordinate Minkowski space by

\[L^{n+1} := \{ v \in \mathbb{R}_1^{n+2} \mid \langle v, v \rangle = 0 \}\],

we obtain the identifications

\[S^n \cong L^{n+1} / R \quad \text{and} \quad \mathbb{RP}^{n+1}_O \cong S^{n+1}_1 / \pm 1\]

\(^6\) ...since \(0 = \langle \frac{\partial}{\partial x_0} \pm \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_0} \pm \frac{\partial}{\partial x_j} \rangle = \left( \frac{\partial}{\partial x_0} + \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial x_i} \pm \frac{\partial}{\partial x_j} \right), \frac{\partial}{\partial x_0} + \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial x_i} \pm \frac{\partial}{\partial x_j} \right) \right) \ldots
\]

\(^7\) Note that, with \(m, -m\) is a center for the same sphere (with radius \(\pi - \rho\)), too.
for the $n$-sphere $S^n$ and the space $\mathbb{RP}^{n+1}_O$ of hyperspheres in $S^n$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{hyperspheres.png}
\caption{Hyperspheres in $S^n$ as lines in Minkowski $\mathbb{R}^{n+2}_1$}
\end{figure}

1.1.4 Having established this description for hyperspheres in $S^n$, we now turn to the interrelations between the elements of Möbius geometry.

First, we discuss the incidence relation between points and hyperspheres: a point $p \in S^n$ lies on a hypersphere $S \subset S^n$ if and only if $\langle p, S \rangle = 0$.

Namely, if $c : (-\varepsilon, \varepsilon) \to \mathbb{R}^{n+2}_1$ are homogeneous coordinates of a curve in $S^n \subset \mathbb{RP}^{n+1}$, then $(c \wedge c')(0)$ defines its tangent line\(^8\) at $c(0)$. Because $c$ is isotropic, $\langle c, c \rangle \equiv 0$, the tangent hyperplane (not the tangent space) of $S^n$ at $c(0)$ is therefore given by $\{c(0)\}^\perp$ — and, by construction, $p \in S$ if and only if $S$ lies in the tangent hyperplane\(^9\) of $S^n \subset \mathbb{RP}^{n+1}$ at $p$ (see Figure 1.1).

Another proof can be obtained by bare-hands computation: Obviously, the condition $\langle p, S \rangle = 0$ is independent of the choice of homogeneous coordinates (as it has to be); by describing $S = (\cos \varrho, m)$ in terms of $m$\(^8\) using the two representatives in $S_1^{n+1}$ of a hypersphere to distinguish the two possible orientations of the hypersphere, the Lorentz sphere can be considered as the space of oriented hyperspheres. For example, by using the “inner” center $m \in S^n \subset \mathbb{R}^{n+1}$ to describe an oriented hypersphere of radius $\varrho$ in $S^n$, a change of orientation, $(m, \varrho) \mapsto (-m, \pi - \varrho)$, yields a change of sign for the $S_1^{n+1}$-representative: $\frac{1}{\sin \varrho}(\cos \varrho, m) \mapsto \frac{1}{\sin \varrho}(-\cos \varrho, -m)$.

\(^9\) $(c \wedge c')(0) \in \Lambda^2(\mathbb{R}_1^{n+2})$ determines the 2-plane spanned by $c(0)$ and $c'(0)$ that, in the projective picture, defines a line — the line tangent to the curve at $[c(0)] \in S^n$. We will often use the $\wedge$-product of vectors in $\mathbb{R}_1^{n+2}$ to indicate the subspace spanned by the vectors (if they are linearly independent); this will be discussed in greater detail later, in the context of the Clifford algebra model. Note that $c'$ does depend on the choice of homogeneous coordinates of the curve — thus, it makes no sense to consider $c'$ as a tangent vector in projective geometry: $c'(0)$ just defines some point (depending on the choice of homogeneous coordinates for $c$) on the tangent line.

\(^{10}\) Note that the tangent hyperplane of $S^n$ at $p \in S^n$ is exactly the polar hyperplane of $p$. 

---

\(^8\) Using the two representatives in $S_1^{n+1}$ of a hypersphere to distinguish the two possible orientations of the hypersphere, the Lorentz sphere can be considered as the space of oriented hyperspheres. For example, by using the “inner” center $m \in S^n \subset \mathbb{R}^{n+1}$ to describe an oriented hypersphere of radius $\varrho$ in $S^n$, a change of orientation, $(m, \varrho) \mapsto (-m, \pi - \varrho)$, yields a change of sign for the $S_1^{n+1}$-representative: $\frac{1}{\sin \varrho}(\cos \varrho, m) \mapsto \frac{1}{\sin \varrho}(-\cos \varrho, -m)$.

\(^9\) $(c \wedge c')(0) \in \Lambda^2(\mathbb{R}_1^{n+2})$ determines the 2-plane spanned by $c(0)$ and $c'(0)$ that, in the projective picture, defines a line — the line tangent to the curve at $[c(0)] \in S^n$. We will often use the $\wedge$-product of vectors in $\mathbb{R}_1^{n+2}$ to indicate the subspace spanned by the vectors (if they are linearly independent); this will be discussed in greater detail later, in the context of the Clifford algebra model. Note that $c'$ does depend on the choice of homogeneous coordinates of the curve — thus, it makes no sense to consider $c'$ as a tangent vector in projective geometry: $c'(0)$ just defines some point (depending on the choice of homogeneous coordinates for $c$) on the tangent line.

\(^{10}\) Note that the tangent hyperplane of $S^n$ at $p \in S^n$ is exactly the polar hyperplane of $p$. 

---
and $\varrho$, as above, we find\(^{11}\) that the point $p \simeq (1, p) \in S$ if and only if $p \cdot m = \cos \varrho$, that is, if and only if the projection of $p$ onto $m$ has length $\cos \varrho$ (see Figure 1.2).

1.1.5 Next, we want to examine the interaction of two hyperspheres: Two hyperspheres $S_1, S_2 \subset S^n$ intersect orthogonally if and only if $\langle S_1, S_2 \rangle = 0$; moreover, their angle of intersection,\(^{12}\) $\alpha \in [0, \pi/2]$, is given by

$$\langle S_1, S_2 \rangle^2 = |S_1|^2 |S_2|^2 \cos^2 \alpha.$$  

![Fig. 1.4. Orthogonal intersection of two hyperspheres](image)

Namely, the scalar product $\langle S_1, S_2 \rangle = 0$ vanishes if and only if $S_1$ lies in the polar hyperplane of $S_2$, if and only if the two spheres intersect and the generators of the cones $C_1$ and $C_2$, which meet at an intersection point $p \in S_1 \cap S_2$, intersect orthogonally (see Figure 1.4).

To find the angle formula, suppose $p \in S_1 \cap S_2$ and the $S_i$’s are given in terms of their centers $m_i \in S^n$ and their radii $\varrho_i \in (0, \pi)$, that is, we have $S_i = (\cos \varrho_i, m_i)$. Then, the intersection angle of $S_1$ and $S_2$ at $p \simeq (1, p)$ is the angle (in $\mathbb{R}^{n+1}$) between the vectors $m_i - \cos \varrho_i p$. Since $p \cdot m_i = \cos \varrho_i$, we find

$$\langle S_1, S_2 \rangle = (m_1 - \cos \varrho_1 p) \cdot (m_2 - \cos \varrho_2 p) \quad \text{and} \quad \langle S_i, S_i \rangle = (m_i - \cos \varrho_i p)^2,$$

which proves the claim.

\(^{11}\) We denote the scalar product of $p, m \in \mathbb{R}^{n+1}$ by $p \cdot m$, to distinguish it from the Minkowski product $\langle ., . \rangle$ on $\mathbb{R}^{n+2}$.

\(^{12}\) We consider the unoriented angle of intersection.
1.2 Sphere pencils and sphere complexes

As a next step, we want to examine more complicated configurations of hyperspheres and points that correspond to \( m \)-planes in \( \mathbb{RP}^{n+1} \). Here, of particular interest are “sphere pencils,” which correspond to lines in \( \mathbb{RP}^{n+1} \), and “sphere complexes,” which correspond to hyperplanes in \( \mathbb{RP}^{n+1} \).

To start, we first prove the following

1.2.1 Lemma. Let \( S_1, S_2 \in \mathbb{RP}_O^{n+1} \) denote two hyperspheres, \( S_1 \neq S_2 \). Then:

- If \( |S_1|^2|S_2|^2 - \langle S_1, S_2 \rangle^2 > 0 \), then \( S_1 \) and \( S_2 \) intersect transversally.
- If \( |S_1|^2|S_2|^2 - \langle S_1, S_2 \rangle^2 = 0 \), then they touch at one point.
- If \( |S_1|^2|S_2|^2 - \langle S_1, S_2 \rangle^2 < 0 \), then they have no points in common.

1.2.2 Proof. The sign of \( |S_1|^2|S_2|^2 - \langle S_1, S_2 \rangle^2 \) determines the signature of the induced metric on the plane \( S_1 \wedge S_2 \subset \mathbb{R}^{n+2} \): Depending on whether this metric is positive definite, degenerate, or Minkowski, its orthogonal complement intersects the light cone in an \((n-2)\)-sphere, in a point, or not at all. Moreover, in the second case, we see that \( S_1 \) and \( S_2 \) “intersect” at an angle \( \alpha = 0 \), that is, they touch.

\[ \Box \]

Fig. 1.5. Elliptic, parabolic and hyperbolic sphere pencils

1.2.3 Definition. Thus, in the projective picture, we get the following:

- A line that does not meet \( S^n \subset \mathbb{RP}^{n+1} \) can be identified with an \((n-2)\)-dimensional sphere in \( S^n \); such a line of spheres will be called\(^{13} \) an “elliptic sphere pencil.”

\(^{13} \) The notions of elliptic versus hyperbolic pencils are not used consistently in the literature. Here we consider a pencil elliptic when it carries an elliptic measure (the intersection angle), whereas it is hyperbolic when it carries a hyperbolic measure (with two limit points) (cf., [162]).
A line that touches \( S^n \subset \mathbb{RP}^{n+1} \) can be identified with a 1-parameter family of spheres that touch each other in a point (the point \( p \) of contact of the line with \( S^n \)); such a line is called a “parabolic sphere pencil,” or “contact element” on \( S^n \) (cf., [66]).

A line that intersects \( S^n \subset \mathbb{RP}^{n+1} \) can be identified with the point pair (0-sphere) that is the intersection of the line with \( S^n \) or, by polarity, with the set of all hyperspheres containing these two intersection points; such a line shall be called a “hyperbolic sphere pencil.”

1.2.4 Earlier (see §P.7.5ff) we agreed on describing \( m \)-dimensional spheres in \( S^n \) as the intersection of \( n - m \) hyperspheres. Now, we see that an \( m \)-sphere can be identified with

* an \((m + 1)\)-plane \( P^{m+1} \subset \mathbb{RP}^{n+1} \) that intersects \( S^n \) transversally, that is, with a Minkowski \((m + 2)\)-subspace in the coordinate Minkowski space \( \mathbb{R}^{n+2}_1 \);

or, via orthogonality\(^{14}\) (polarity \( P^{m+1} \leftrightarrow P^{n-m-1} = \text{pol}P^{m+1} \)) with

* an \((n - m - 1)\)-plane \( P^{n-m-1} \subset \mathbb{RP}^{n+1} \) that does not meet \( S^n \), that is, with a spacelike \((n - m)\)-subspace in \( \mathbb{R}^{n+2}_1 \).

The first characterization is directly obtained by describing an \( m \)-sphere in \( S^n \) as the intersection of an \((m + 1)\)-plane with \( S^n \). In particular, an \( m \)-sphere is determined by \( m + 2 \) points \( p_1, \ldots, p_{m+2} \in S^n \) in general position.

On the other hand, by choosing \( n - m \) hyperspheres \( S_1, \ldots, S_{n-m} \) in general position on the polar \((n - m - 1)\)-plane, the same \( m \)-sphere is equivalently obtained\(^{15}\) as the transversal intersection of the \( S_i, 1 \leq i \leq n - m \). This brings us back to our original description of \( m \)-spheres.

Note how hyperbolic and elliptic sphere pencils occur as the special cases of 0-spheres (point pairs) and \((n - 2)\)-spheres.

1.2.5 In the previous paragraph, we established a Möbius geometric interpretation for \((m + 1)\)-planes in \( \mathbb{RP}^{n+1} \) that intersect \( S^n \), and for \((n - m - 1)\)-planes that do not intersect. We want to conclude this section by giving a characterization of the set of all spheres that lie in a hyperplane in \( \mathbb{RP}^{n+1} \) that may intersect \( S^n \), touch, or not intersect \( S^n \) at all:

1.2.6 Definition. Given \( K \in \mathbb{RP}^{n+1} \), the set \( \{ S \subset S^n \mid \langle S, K \rangle = 0 \} \) of hyperspheres is called a “linear sphere complex.”

\(^{14}\) \( \text{pol}P^{m+1} \) can be obtained as the projectivization of the orthogonal complement of the coordinate \((m + 2)\)-subspace of \( P^{m+1} \) in \( \mathbb{R}^{n+2}_1 \). Readers without background in projective geometry may take this as the definition of “polarity.”

\(^{15}\) It shall be a small exercise for the reader to verify that any point in the intersection of the “spanning” spheres \( S_i \) also lies on any sphere in the span inc\(\{S_1, \ldots, S_{n-m}\}\) of the \( S_i \). Here, “inc\(\{S_1, \ldots, S_{n-m}\}\)” denotes the \((n - m - 1)\)-plane containing all \( S_i \), that is, it is the projectivization of span\(\{S_1, \ldots, S_{n-m}\} \subset \mathbb{R}^{n+2}_1 \).
Again, three types of sphere complexes occur, depending on whether \( K \) lies in the outer space of \( S^n \subset \mathbb{RP}^{n+1} \), on \( S^n \), or in the “inner space” (the other connected component of \( \mathbb{RP}^{n+1} \setminus S^n \)).

* If \( \langle K, K \rangle > 0 \), then \( K \) defines an “elliptic sphere complex”; in this case, \( K = S_0 \) can be identified with a hypersphere, and the sphere complex consists of all hyperspheres that intersect \( S_0 \) orthogonally.

Interpreting \( S_0 \) as the infinity boundary of a hyperbolic space, an elliptic sphere complex becomes the system of hyperplanes of that hyperbolic space.

* If \( \langle K, K \rangle = 0 \), then the sphere complex is called a “parabolic sphere complex”; here, \( K = p_\infty \) can be considered as a point, identifying the sphere complex as the system of all spheres containing this point.

Interpreting \( p_\infty \) as the point at infinity of \( \mathbb{R}^n \subset S^n \), a parabolic sphere complex becomes the system of hyperplanes in that Euclidean space.

* If \( \langle K, K \rangle < 0 \), then \( K \) defines a “hyperbolic sphere complex”; considering all lines (hyperbolic sphere pencils) that contain \( K \) (as an “inner point” of \( S^n \subset \mathbb{RP}^{n+1} \)), we find that \( K \) defines a notion of “antipodal points.”

Interpreting \( K \) as the center of \( S^n \subset \mathbb{R}^{n+1} = \mathbb{RP}^{n+1} \setminus \text{pol}[K] \), we obtain the system of hyperplanes (great spheres) in \( S^n \subset \mathbb{R}^{n+1} \); note that this reverses our initial reasoning to embed \( \mathbb{R}^{n+1} \hookrightarrow \mathbb{RP}^{n+1} \).

1.2.7 A particular interest in linear sphere complexes is triggered by the fact that they single out the “hyperplanes” in the subgeometries of Möbius geometry, as we will discuss in more detail later.

We will identify a sphere complex with the point \( K \in \mathbb{RP}^{n+1} \) defining it.

1.2.8 Summarizing. In Figure T.1 we have collected various identifications and relations discussed in this chapter, for the reader’s reference. In that table, we denote by \( \text{inc}[y_1, \ldots, y_m] \) the unique \((m - 1)\)-plane in \( \mathbb{RP}^{n+1} \) that contains the \( m \) point \( y_1, \ldots, y_m \), the “incidence plane of the points”; otherwise said, it is the projectivization of \( \text{span}\{y_1, \ldots, y_m\} \subset \mathbb{R}_1^{n+2} \). Note the twofold interpretation of the \( y_i \): as points in \( \mathbb{RP}^{n+1} \) in the first formulation and as vectors in \( \mathbb{R}_1^{n+2} \) in the second.

16) Again, the notions of elliptic versus hyperbolic are not consistent in the literature. We follow [29]. Note that, in the case \( n = 1 \), this leads to the following curiosity: A hyperbolic sphere pencil becomes an elliptic sphere complex, and vice versa.

17) We will come back to this point in the next section, to see how hyperbolic sphere pencils relate to certain Möbius transformations that can be considered as “antipodal maps.”
1.3 The Möbius group

In this section we will see that the Möbius transformations of the conformal $n$-sphere are exactly the projective transformations of $\mathbb{RP}^{n+1}$ that preserve the absolute quadric $S^n \subset \mathbb{RP}^{n+1}$. Further, we will see that the Lorentz group $O_1(n+2)$ is a (trivial) double cover of the Möbius group, providing a linear representation of the Möbius group. We start with the easy part:

1.3.1 Lemma. Any Lorentz transformation $\mu \in O_1(n+2)$ descends to a projective transformation $\mu : \mathbb{RP}^{n+1} \to \mathbb{RP}^{n+1}$ that preserves $S^n$ (as the absolute quadric).

Any projective transformation on $\mathbb{RP}^{n+1}$ that preserves $S^n$ gives rise to a Möbius transformation $\mu : S^n \to S^n$, with its action $\mu : \mathbb{RP}_O^{n+1} \to \mathbb{RP}_O^{n+1}$ on the outer space being exactly the action of the Möbius transformation on the hyperspheres of $S^n$.

1.3.2 Proof. As a linear transformation of $\mathbb{R}^{n+2}$, a Lorentz transformation maps lines in $\mathbb{RP}^{n+1}$ to lines, and it preserves $S^n \subset \mathbb{RP}^{n+1}$ as it maps the light cone $L_{n+1} \subset \mathbb{R}^{n+2}$ onto itself.

A projective transformation also maps (hyper)planes in $\mathbb{RP}^{n+1}$ to (hyper)planes, and as it maps $S^n$ onto itself it induces a Möbius transformation on $S^n$; moreover, since polarity is preserved, its restriction to $\mathbb{RP}_O^{n+1}$ yields the action of this Möbius transformation on hyperspheres.

1.3.3 Example. Given a point (sphere) $S \in \mathbb{RP}_O^{n+1}$ of the outer space, the reflection $p \mapsto \mu(p) := p - 2\frac{(p,S)}{(S,S)}S$ is a “polar reflection” on $\mathbb{RP}_O^{n+1}$. Namely, given $S$ and any point $p \neq S$, the line through $S$ and $p$ is parametrized by $t \mapsto q + tS$, where $q = p - \langle p, S \rangle S$ is the intersection point of this line with the polar hyperplane $\{S\}^\perp$ of $S$; since, with this parametrization of the line, $S \simeq \infty$ and $q \simeq 0$, we find that $p \simeq \langle p, S \rangle$ and $\mu(p) \simeq -\langle p, S \rangle$ separate $S$ and $q$ harmonically.\textsuperscript{19)

Moreover, the restriction of $\mu$ to $S^n$ is exactly the “inversion” of $S^n$ at the hypersphere $S \subset S^n$: When describing $S = (\cos \varrho, m)$ in terms of a center $m \in S^n$ and the corresponding radius $\varrho \in (0, \pi)$, we obtain

\[ S^n \ni p \simeq (1, p) \mapsto \left( \frac{1+\cos^2(\varrho) - 2p \cdot m \cos \varrho}{\sin^2 \varrho}, \frac{\sin^2(\varrho)p - 2(p \cdot m - \cos \varrho)m}{\sin^2 \varrho} \right) \simeq \frac{\sin^2(\varrho)p - 2(p \cdot m - \cos \varrho)m}{1+\cos^2 \varrho - 2p \cdot m \cos \varrho} \in S^n. \]

\textsuperscript{18)} Or “collineation”: a diffeomorphism of projective space that maps lines to lines.

\textsuperscript{19)} This argument also applies to points $S$ in the inner space, showing that the resulting map is a polar reflection in that case, too. Note that we just proved the aforementioned characterization of “polarity” (see Footnote 1.3) — this is a common way to introduce polarity in projective geometry.
Now we turn to the more difficult part of the description of Möbius transformations in our model: We have to show that a Möbius transformation of the conformal $n$-sphere $S^n \subset \mathbb{R}P^{n+1}$ (uniquely) extends to a projective transformation on $\mathbb{R}P^{n+1}$. For that purpose, we discuss the effect that a Möbius transformation has on sphere pencils and sphere complexes.

**1.3.5 Lemma.** Möbius transformations preserve sphere pencils of each type, as well as the orthogonal intersection of hyperspheres (polarity).

**1.3.6 Proof.** Clearly, Möbius transformations do not change the type of a sphere pencil. Because elliptic and parabolic sphere pencils are characterized in terms of incidence and contact (cf., Figure T.1), these are preserved by Möbius transformations. The spheres of hyperbolic sphere pencils can be characterized in terms of the incidence and orthogonal intersection of hyperspheres; namely, the spheres of a hyperbolic sphere pencil are orthogonal to all spheres that contain the point pair of the pencil. Thus, hyperbolic sphere pencils are preserved by Möbius transformations as soon as orthogonal intersection is preserved.

The invariance of orthogonal intersection depends on a curious ("merkwürdige") property of parabolic sphere pencils: On one hand, a parabolic sphere pencil consists of all spheres $S$ that have first-order contact in the point $p$ of contact with $S^n$ while, on the other hand, it can be considered as the tangent line of any curve intersecting these spheres orthogonally in $p$. Thus, two spheres $S_1$ and $S_2$ intersect orthogonally in $p$ if the two parabolic pencils $\text{inc}[p,S_1] \subset T_pS_2$ and, conversely, $\text{inc}[p,S_2] \subset T_pS_1$. Consequently, the orthogonal intersection of two hyperspheres is preserved by Möbius transformations.

**1.3.7 Lemma.** Möbius transformations preserve linear sphere complexes.

**1.3.8 Proof.** Elliptic sphere complexes can be identified with spheres via orthogonality (cf., Figure T.1), and parabolic sphere complexes can be characterized in terms of incidence; thus, these are preserved.

To show that Möbius transformations preserve hyperbolic sphere complexes, we use induction: Suppose $(k-1)$-planes $P^{k-1} \subset \mathbb{R}P^{n+1}$ that do not meet $S^n$ are preserved by the action of a Möbius transformation $\mu : \mathbb{R}P^{n+1}_O \rightarrow \mathbb{R}P^{n+1}_O$ on the space of spheres.\(^{21}\) Now, choose $k+1$ orthogonally intersecting spheres $S_j$ that determine a $k$-plane \(^{22}\) $P^k \subset \mathbb{R}P^{n+1}_O$, and let $S \in P^k$. Then, the line $\text{inc}[S,S_{k+1}]$ intersects the $(k-1)$-plane

\(^{20}\) Note that this, in fact, was how we came by our characterization of orthogonal intersection.

\(^{21}\) For $k \leq n$, this is just the fact that Möbius transformations preserve $(n-k)$-spheres.

\(^{22}\) This fails for $k > n$; for $k \leq n$ it works since the $k$-plane does not meet $S^n$. 
\[ P^{k-1} := \text{inc}[S_1, \ldots, S_k] \text{ in a sphere } \tilde{S} \neq S_{k+1}. \] By assumption \( \mu \tilde{S} \in \mu P^{k-1} \), so that the line \( \text{inc}[\mu \tilde{S}, \mu S_{k+1}] \subset \text{inc}[\mu S_1, \ldots, \mu S_{k+1}] \) lies in the \( k \)-plane determined by the \( \mu S_j \)'s. Because Möbius transformations preserve orthogonal intersection, the \( \mu S_j \)'s span a \( k \)-plane. Then, since elliptic sphere pencils are preserved, \( \mu S \in \text{inc}[\mu \tilde{S}, \mu S_{k+1}] \), and, because Möbius transformations act bijectively on the space of spheres, \( \mu P^k = \text{inc}[\mu S_1, \ldots, \mu S_{k+1}] \).

1.3.9 Theorem. Any Möbius transformation \( \mu \in \text{Möb}(n) \) naturally extends to a projective transformation \( \mathbb{RP}^{n+1} \rightarrow \mathbb{RP}^{n+1} \) that maps \( S^n \) onto itself.

1.3.10 Proof. A Möbius transformation \( \mu \in \text{Möb}(n) \) naturally acts on the elements of Möbius geometry, points and spheres, \( S^n \cup \mathbb{RP}^{n+1}_O \subset \mathbb{RP}^{n+1} \). To extend the action to all of \( \mathbb{RP}^{n+1} \), we consider its action on linear sphere complexes — since the identification of elliptic and parabolic sphere complexes with spheres and points is compatible with the action of Möbius transformations, this yields nothing new on \( S^n \cup \mathbb{RP}^{n+1}_O \). If we happen to show that this action on sphere complexes preserves lines, then the claim follows by:

1.3.11 Fundamental theorem of projective geometry (§50 in [29]). Any bijection \( \mu : \mathbb{RP}^{n+1} \rightarrow \mathbb{RP}^{n+1} \) that preserves lines and the incidence of points and lines comes from a linear map on the space of homogeneous coordinates, \( \mu \in \text{PGl}(n+2) \).

1.3.12 We already know that Möbius transformations preserve sphere pencils. Thus the only thing left is to show that they also preserve the incidence of inner points of \( S^n \subset \mathbb{RP}^{n+1} \) (hyperbolic sphere complexes) with lines that intersect \( S^n \) (hyperbolic sphere pencils). But, an inner point \( K, \langle K, K \rangle < 0 \), lies on a line \( \text{inc}[p_1, p_2] \) intersecting \( S^n \) if and only if \( K^\perp \supset \{p_1, p_2\}^\perp \), that is, if and only if the sphere complex \( K \) contains all spheres \( S \in T_{p_1}S^n \cap T_{p_2}S^n \) that contain both points \( p_1 \) and \( p_2 \). This characterization is clearly invariant under Möbius transformations.

1.3.13 Remark. Our approach was not the most efficient one; indeed, it would have been much easier to define projective transformations as linear transformations on the space of homogeneous coordinates and Möbius transformations to be restrictions of projective transformations to the \( n \)-sphere \( S^n \subset \mathbb{RP}^{n+1} \) (cf., [161]). However, the approach we took seemed to be the more intuitive.

Now, obtaining the last identification of our table Figure T.1 at this point, it is not hard to show that

1.3.14 Theorem. Any Möbius transformation \( \mu \in \text{Möb}(n) \) comes from a
Lorentz transformation $\mu \in O_1(n+2)$; this Lorentz transformation is unique up to sign.

### 1.3.15 Proof.
As we already saw, any Möbius transformation naturally gives rise to a unique projective transformation $\mathbb{R}\mu \in PGl(n + 2)$. Since $\mu \in Gl(n + 2)$ is a transformation that preserves the light cone of $\mathbb{R}_1^{n+2}$, we have that for an orthonormal basis $(e_0, e_1, \ldots, e_{n+1})$, the vectors $\mu(e_0 \pm e_i)$ and $\mu(e_0 + \frac{1}{\sqrt{2}}(e_i \pm e_j))$ are isotropic. Hence, the $\mu e_i$’s form, up to a common scale, an orthonormal basis; that is, $\mu$ is a multiple of a Lorentz transformation.

### 1.3.16 As a consequence, proved by linear algebra, we find that any Möbius transformation can be decomposed into inversions, that is, polar reflections with poles in the outer space $\mathbb{R}P^{n+1}_O$. First note that any pseudo orthogonal transformation $\mu \in O_k(n)$, $0 \leq k \leq n$, is generated by at most $n$ reflections in nondegenerate hyperplanes (see [66]). Since, moreover, a reflection in a spacelike hyperplane in $\mathbb{R}_1^{n+2}$ can be written as the composition of $n + 1$ reflections in Minkowski hyperplanes and $-id$, we obtain the result:

### 1.3.17 Corollary. Any Möbius transformation is generated by inversions.

### 1.3.18 Before turning to the metric subgeometries, we want to examine a class of Möbius transformations that contains the inversions in hyperspheres as a special case: the Möbius involutions. These transformations can be used to define the “tangent planes” of the hyperbolic and elliptic subgeometries of Möbius geometry, as we will see later, and, their fixed point sets yield $m$-spheres in $S^n$.

### 1.3.19 Lemma. Let $\mu \in O_1(n+2)$ be an involutive Möbius transformation, that is, $\mu^2 = \pm id$; then, $\mu$ is the composition of at most $n + 1$ inversions in orthogonal hyperspheres.

### 1.3.20 Proof. We have to consider two cases: $\mu^2 = -id$ and $\mu^2 = id$.

**$\mu^2 = -id$:** We would have $\langle v, \mu(v) \rangle = -\langle \mu^2(v), \mu(v) \rangle = -\langle \mu(v), v \rangle$; thus $\mu(v) \perp v$ for any $v \in \mathbb{R}_1^{n+2}$. In particular, if $|v|^2 = -1$, then $v$ and $\mu(v)$ would be two orthogonal timelike vectors, which is not possible. Thus, this case does not occur.

**$\mu^2 = +id$:** Here, any vector $v \in \mathbb{R}_1^{n+2}$ decomposes into orthogonal eigenvectors of $\mu$, $2v = (v + \mu v) + (v - \mu v)$. Thus, $\mathbb{R}_1^{n+2}$ is the direct and orthogonal sum of the $+1$- and the $-1$-eigenspaces of $\mu$, $\mathbb{R}_1^{n+2} = E_{+1} \oplus_\bot E_{-1}$. Since the sum is orthogonal and direct, one of the eigenspaces is Minkowski.

---

23) The same argument proves the uniqueness up to scale of a Lorentz product when its light cone is prescribed.
(w.l.o.g. the $+1$-eigenspace, since we are only interested in the Möbius transformation $\pm \mu$), whereas the other is spacelike. By choosing an orthonormal basis of $\mathbb{R}^{n+2}$ compatible with this decomposition, we can write $\mu$ as the composition of $m = \dim E_{-1}$ reflections in Minkowski hyperplanes.

\[ \end{quote} \]

1.3.21 If the dimension $m$ of the spacelike eigenspace $E_{-1}$ of a Möbius involution $\mu$ is less than $n$, $m \leq n$, then $E_{-1}$ (resp. $E_{+1} = E_{-1}^\perp$) defines an $(n-m)$-sphere as the fixed point set of $\mu$. Thus we may consider $\mu$ as the inversion in that $(n-m)$-sphere. Clearly the converse is true: Any $(n-m)$-sphere defines a Möbius involution with this $(n-m)$-sphere as its fixed point set.

Now consider a Möbius involution of $S^n$ with no fixed points; that is, the dimension of the spacelike eigenspace $E_{-1}$ of $\mu$ is $m = \dim E_{-1} = n + 1$. Then $\mu$ defines a hyperbolic sphere complex (via its unique timelike eigendirection), and the spheres of the complex are exactly those hyperspheres that are mapped onto themselves by the involution. Such an involution is the composition of $n+1$ inversions in orthogonal hyperspheres of the complex.

1.3.22 Finally, we note that $n$-dimensional Möbius geometry appears as the infinity boundary geometry of $(n+1)$-dimensional hyperbolic geometry: The projective transformations of $\mathbb{R}P^{n+1}$ that preserve $S^n$ act as hyperbolic motions on the Klein model of hyperbolic space, given by the inner part of $\mathbb{R}P^{n+1} \setminus S^n$, where (hyperbolic) straight lines are segments of the lines of the ambient projective space (cf., [29]).

1.4 The metric subgeometries

Clearly, the isometries of the (metric) $n$-sphere $S^n \subset \mathbb{R}^{n+1}$ are Möbius transformations, because they preserve hyperspheres.

The Euclidean space $\mathbb{R}^n$ is conformally equivalent to the $n$-sphere minus a point, via stereographic projection $\sigma : S^n \setminus \{\infty\} \to \mathbb{R}^n$; thus it can be considered as a subspace of the conformal $n$-sphere. In this picture, the isometries of $\mathbb{R}^n$ yield conformal, that is, hypersphere-preserving diffeomorphisms; we will see that these are the Möbius transformations that fix the “point at infinity.”

Considering the Poincaré model of hyperbolic space (cf., §P.1.3), we see that it is conformally embedded into Euclidean space, and hence into the conformal $n$-sphere. Again, the hyperbolic isometries yield hypersphere-preserving diffeomorphisms. We want to see that they extend (uniquely) to (special) Möbius transformations of the conformal $n$-sphere — characterizing hyperbolic geometry as a subgeometry of Möbius geometry also.

However, we will approach the description of the metric subgeometries as subgeometries of Möbius geometry in a slightly different way, using our
recently developed model. Our first objective will be to develop suitable models for the spherical, Euclidean, and hyperbolic geometries (cf., [29]).

\[ Q^n_\kappa := \{ p \in L^{n+1} \mid \langle K, p \rangle = -1 \}, \]

equipped with the induced metric \( \langle \cdot, \cdot \rangle \), is a space of constant curvature \( \kappa \).

If \( \kappa < 0 \), then \( Q^n_\kappa \) consists of two connected components that can be (isometrically) identified via the inversion

\[ i_\infty : Q^n_\kappa \to Q^n_\kappa, \quad p \mapsto i_\infty(p) = -(p + \frac{2}{\kappa} \langle p, K \rangle K) \]

at the “infinity boundary” \( S_\infty \simeq K \) of \( Q^n_\kappa \).

1.4.2 Proof. We consider the cases \( \kappa = 0 \) and \( \kappa \neq 0 \) separately.\(^{24} \)

If \( \kappa \neq 0 \), then the affine hyperplane \( E^{n+1}_K := \{ y \in R^{n+2} \mid \langle y, K \rangle = -1 \} \) becomes an \((n+1)\)-dimensional Euclidean (if \( \kappa > 0 \)) or Minkowski (if \( \kappa < 0 \)) space — with \( 0 \simeq \frac{1}{\kappa} K \) — that contains \( Q^n_\kappa \) as the standard round sphere or the standard 2-sheeted hyperboloid of “radius” \( \frac{1}{\sqrt{\vert \kappa \vert}} \), respectively:

\[ \forall y = \frac{1}{\kappa} K + y^\perp : \langle y, y \rangle = 0 \iff \langle y^\perp, y^\perp \rangle = \frac{1}{\kappa}. \]

\(^{24} \)Indeed, these two cases are qualitatively slightly different — this is related to the fact that Euclidean space is the only space of constant curvature that allows homotheties, that is, constant scaling of the metric without changing the curvature.
If $\kappa < 0$, then the map $i_\infty$ clearly preserves $E_{\kappa}^{n+1}$, and since $i_\infty|_{E_{\kappa}^{n+1}} = -id$ (where we think of $E_{\kappa}^{n+1}$ as the linear space of the $y^i$’s, with $0 \simeq \frac{1}{\kappa}K$), it interchanges the two sheets of the hyperboloid $Q^n_\kappa$.

In the case $\kappa = 0$, we may assume that $K = (1, 0, -1)$ in terms of some orthonormal basis $(e_0, \ldots, e_{n+1})$ of $\mathbb{R}^{n+2} = \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}$. Then the map

$$\mathbb{R}^n \ni x \mapsto (\frac{1+|x|^2}{2}, x, \frac{1-|x|^2}{2}) \in L^{n+1}$$

is an isometry parametrizing $Q^n_0$. \hfill \Box

1.4.3 Identifying, as above, $\mathbb{R}^n \ni x \mapsto (\frac{1+|x|^2}{2}, x, \frac{1-|x|^2}{2}) \in Q^n_0$ and the round sphere $\mathbb{R}^{n+1} \ni S^n \ni p \mapsto (1, p) \in Q^n_1$, we recover the inverse of a stereographic projection (cf., §P.1.3) as a simple rescaling,

$$Q^n_0 \ni (\frac{1+|x|^2}{2}, x, \frac{1-|x|^2}{2}) \mapsto (1, \frac{2x}{1+|x|^2}, \frac{1-|x|^2}{1+|x|^2}) \in Q^n_1,$$

that is, as a central projection of $Q^n_0$ to $Q^n_1$ along the generators of the light cone. This may motivate the following generalization of the stereographic projection:

1.4.4 Definition. Any choice of representative $\sigma : S^n \setminus \{K\}^\perp \to Q^n_\kappa$ for the inclusion map $S^n \hookrightarrow \mathbb{R}^{n+1}$ of the conformal $n$-sphere into the light cone that takes values in a quadric $Q^n_\kappa$ of constant curvature will be called a stereographic projection.

1.4.5 Note that, for $-\langle K, K \rangle = \kappa > 0$, such a stereographic projection is globally defined while, for $\kappa \leq 0$, it ceases to be defined:

- at a point (the point $p_\infty = K$ at infinity) if $\kappa = 0$, and
- on a hypersphere (the infinity boundary $S_\infty = \frac{1}{\sqrt{-\kappa}}K$) if $\kappa < 0$.

To understand that these “stereographic projections” are conformal, we prove the following:

1.4.6 Lemma. Let $f_1, f_2 : M^m \to \mathbb{R}^{n+2}_1$ denote two representatives of the same immersion $f : M^m \to S^n \subset \mathbb{R}^{n+1}$. Then their induced metrics $g_i = \langle df_i, df_i \rangle$ are conformally equivalent.

1.4.7 Proof. First note that, if $f_i : M^m \to L^{n+1}$ is a representative of an immersion $f : M^m \to S^n$, then $g_i$ is a (positive definite) metric indeed: Suppose $g_i|_p(v, v) = \langle \partial_v f_i(p), \partial_v f_i(p) \rangle = 0$ for some $p \in M$ and $v \in T_p M$; then $\partial_v f_i(p) \perp f_i(p)$, $\partial_v f_i(p)$, that is, $\partial_v f_i(p) \parallel f_i(p)$, which contradicts the assumption of $f : M^m \to S^n$ being an immersion if $v \neq 0$.

Now, $f_i$ are two representatives of the same immersion $f : M \to S^n$ if and only if $f_2 = \pm e^u f_1$ with some function $u : M \to \mathbb{R}$. Then, since $|f_1|^2 \equiv 0$, we find $g_2 = \langle d(e^u f_1), d(e^u f_1) \rangle = e^{2u} \langle df_1, df_1 \rangle = e^{2u} g_1$. \hfill \Box
The conformality of the above stereographic projections follows now from the following more general corollary, which finally justifies the term “conformal n-sphere” for our inclusion map $S^n \hookrightarrow \mathbb{R}P^{n+1}$:

1.4.8 Corollary. Any choice of representative $i : S^n \rightarrow \mathbb{R}_1^{n+2}$ of the inclusion map $S^n \hookrightarrow \mathbb{R}P^{n+1}$ induces the standard conformal structure.

1.4.9 Proof. With the scalar product $\langle \cdot, \cdot \rangle = -dx_0^2 + \sum_{i=1}^{n+1} dx_i^2$ on $\mathbb{R}_1^{n+2}$, the representative $\mathbb{R}^{n+1} \supset S^n \ni p \mapsto i(p) := (1, p) \in L^{n+1}$ is an isometry. $\triangleright$

1.4.10 Next we want to determine those hyperspheres that yield the hyperplanes (complete, totally geodesic) hypersurfaces) in our spaces $Q_\kappa^n$ of constant curvature.

For $\kappa \neq 0$, the orthogonal hyperplane $\{S\}^\perp$ of a spacelike vector $S \in K^\perp$ (hypersphere of the linear complex $K$) contains the point

$$\frac{1}{\kappa} K \simeq 0 \in E_\kappa^{n+1} = \{ y \in \mathbb{R}_1^{n+2} | \langle y, K \rangle = -1 \}.$$ 

Consequently, its intersection with $Q_\kappa^n \subset E_\kappa^{n+1}$ (the set of points of $S$ that lie in the quadric $Q_\kappa^n$) is a hyperplane in $Q_\kappa^n$ (cf., [122]).

Note that any sphere $S \in K^\perp$ of the linear sphere complex $K$ is invariant under the Möbius involution

$$i_\infty : p \mapsto -(p + \frac{2}{\kappa} \langle p, K \rangle K),$$

since $i_\infty(\frac{1}{\kappa} K + y^\perp) = \frac{1}{\kappa} K - y^\perp$ for $\frac{1}{\kappa} K + y^\perp \in E_\kappa^{n+1}$, that is, $i_\infty|_{E_\kappa^{n+1}}$ is a point reflection of $E_\kappa^{n+1}$ at $\frac{1}{\kappa} K \simeq 0 \in E_\kappa^{n+1}$.

If $\kappa = 0$, then the spheres $S$ of the linear complex $K \simeq p_\infty$ are just the spheres that contain the point $p_\infty$ at infinity of $\mathbb{R}^n \simeq Q_0^n = S^n \setminus \{p_\infty\}$.

Thus, we have obtained the following

1.4.11 Lemma. Given $K \in \mathbb{R}_1^{n+2}$, the spheres of the linear sphere complex $K$ are the hyperplanes of $Q_\kappa^n = \{ p \in L^{n+1} | \langle p, K \rangle = -1 \}$.

If $\kappa < 0$, then these are the hyperplanes that are invariant under the inversion $i_\infty$, that is, that smoothly extend through the infinity boundary $S_\infty \simeq K$ of $Q_\kappa^n$.

1.4.12 Going back to F. Klein’s characterization of a geometry [160], we are left to show that the motion groups of our constant curvature quadrics $Q_\kappa^n \subset S^n$ are subgroups of the Möbius group $O_1(n + 2)/\pm$ — then we have

25) Remember that a hypersurface $M \subset \hat{M}$ is called “totally geodesic” if its second fundamental form vanishes identically.

26) If $\kappa < 0$, this involution is the reflection in the infinity sphere $S_\infty \simeq K$ of $Q_\kappa^n$ that identifies the two copies of hyperbolic space (see §1.4.1). If $\kappa > 0$, then $i_\infty$ is the antipodal map.
established the spherical, Euclidean, and hyperbolic geometries as subgeometries of Möbius geometry. However, in the hyperbolic case, \( Q^n_\kappa \) consists of two components, each of which is a hyperbolic space and which we identify via the inversion \( i_\infty \) at the infinity boundary; we will show that the group of motions that commute with \( i_\infty \) is a subgroup of the Möbius group in this case.

1.4.13 Lemma. Let \( \mathcal{K} \in \mathbb{R}^{n+2} \setminus \{0\} \). Then the Lorentz transformations \( \mu \in O_1(n+2) \) that fix \( \mathcal{K} \), \( \mu(\mathcal{K}) = \mathcal{K} \), are isometries of \( Q^n_\kappa \).

If \( \kappa \geq 0 \), then all isometries occur in this way.

If \( \kappa < 0 \), then these are the isometries that commute with the inversion \( i_\infty \) at \( S_\infty \cong \mathcal{K} \), that is, those isometries that smoothly extend through the infinity boundary of \( Q^n_\kappa \).

1.4.14 Proof. Any Lorentz transformation \( \mu \in O_1(n+2) \) with \( \mu(\mathcal{K}) = \mathcal{K} \) induces an isometry on \( E^{n+1}_\mathcal{K} \), and hence on \( Q^n_\kappa \).

On the other hand, for \( \kappa > 0 \), the isometries of \( Q^n_\kappa \) are the linear isometries of the Euclidean space \( E^{n+1}_\mathcal{K} \), where we identify \( 0 \cong \frac{1}{\kappa} \mathcal{K} \) (for the linearity); and, for \( \kappa < 0 \), the isometries of \( Q^n_\kappa \) that commute with \( i_\infty \) are the Lorentz transformations of the Minkowski space \( E^{n+1}_\mathcal{K} \) with \( 0 \cong \frac{1}{\kappa} \mathcal{K} \).

Thus, in both cases, an isometry of \( Q^n_\kappa \) (that commutes with \( i_\infty \) if \( \kappa < 0 \)) extends uniquely to a Lorentz transformation with \( \mu(\mathcal{K}) = \mathcal{K} \).

Finally, for \( \kappa = 0 \), any isometry of \( Q^n_0 \) is a Möbius transformation that preserves the point \( p_\infty = \mathcal{K} \); that is, it comes from a Lorentz transformation \( \mu \in O_1(n+2) \) with \( \mu(\mathcal{K}) = r\mathcal{K} \) for some \( r \in \mathbb{R} \setminus \{0\} \). Projecting back onto \( Q^n_0 \), \( p \mapsto \frac{1}{r} \mu p \), the resulting map becomes an isometry if and only if we have \( r^2 = 1 \).

1.4.15 Note that, in the projective setting, the \( Q^n_\kappa \)'s cannot be defined any more (since the defining equation depends on a choice of homogeneous coordinates). However, the corresponding linear sphere complex \( \mathcal{K} \) is still well defined, providing a notion of “hyperplanes”: In the case of a parabolic sphere complex this yields the geometry of similarities on Euclidean space; in the case of an elliptic or hyperbolic sphere complex, the group of hyperplane-preserving Möbius transformations is isomorphic to the isometry group of hyperbolic or elliptic geometry, respectively.

In fact, by identifying points \( p \in S^n \) via the polar reflection defined by the linear sphere complex, we obtain the classical hyperbolic and elliptic geometries: the metric geometries of \( H^n \) (rather than on two copies of \( H^n \)) and of \( \mathbb{R} P^n \cong S^n/\pm 1 \) equipped with the Fubini-Study metric (see [29]).

1.4.16 Thus we may also break the Möbius symmetry by factorizing the conformal \( S^n \) by a Möbius involution (see §1.3.21) and considering the group of Möbius transformations that commute with the involution. If the fixed
point set of the involution \(^{27}\) \(S^n \to S^n\) is a hypersphere, we obtain hyperbolic geometry, and if its fixed point set is empty, \(^{28}\) we obtain the classical elliptic geometry; in both cases the fixed point set of the involution (now considered as an involution on the projective ambient space \(\mathbb{RP}^{n+1}\) of \(S^n\)) determines a sphere complex that consists of the hyperplanes of the geometry.

1.5 Liouville’s theorem revisited

At this point, we have collected the necessary material to prove Liouville’s theorem (see §P.8.3) in our setup. Remember that, in §P.8.2, we already saw that a globally defined conformal diffeomorphism \(S^n \to S^n\) is a Möbius transformation (this is true even in case \(n = 2\)). First note that the converse of this statement is easily derived from our model of Möbius geometry:

1.5.1 Theorem. Möbius transformations are conformal.

1.5.2 Proof. (Compare with the proof given in [170].) Since Möbius transformations \(\mu \in \text{Möb}(n)\) are represented by isometries \(\mu \in O_1(n+2)\), and any change of representative for the inclusion 
\(S^n \hookrightarrow \mathbb{RP}^{n+1}\) is conformal (see §1.4.8), the statement follows immediately. \(\blacktriangleleft\)

1.5.3 Now, Liouville’s theorem states that even local conformal diffeomorphisms come from Möbius transformations if the dimension \(n \geq 3\), showing that any “conformal geometry” as determined (following Klein) by a base manifold \(M^n\) that is globally conformally equivalent to a subset of \(S^n\) acted on by the group of conformal diffeomorphisms is actually a subgeometry of Möbius geometry:

1.5.4 Theorem (Liouville). Let \(f : U \to V\) be a conformal diffeomorphism between connected open subsets \(U, V \subset S^n \subset \mathbb{R}^{n+1}\), \(n \geq 3\). Then there is a unique Möbius transformation \(\mu \in \text{Möb}(n)\) such that \(f = \mu|_U\).

1.5.5 Proof. We show that the restriction of \(f\) to any ball in \(U\) is the restriction of a unique Möbius transformation. Thus, let \(B \subset U\) be an open ball with boundary \(\partial B = S_\infty \subset U\). Since conformal diffeomorphisms map hyperspheres to hyperspheres, \(^{29}\) \(f(S_\infty) \subset V\) is a hypersphere. By possibly postcomposing \(f\) with a Möbius transformation, we may assume that \(f(S_\infty) = S_\infty\) and \(f(B) = B\).

\(^{27}\) It should be an interesting exercise to study the geometries that are obtained from an involution with an \((m-1)\)-sphere, \(1 \leq m \leq n-1\), as its fixed point set (cf., §1.3.21).

\(^{28}\) In this case it seems reasonable to call the involution an “antipodal map.”

\(^{29}\) At this point, we need \(n \geq 3\).
Now we equip $B \cong H^n$ with a hyperbolic metric $g$: Consider $B$ as one of the connected components of $Q^n_{-1}$ where $K = S_\infty$; without loss of generality we assume that $|S_\infty|^2 = 1$. Then $f$ preserves the straight lines of this hyperbolic space — circles that intersect $S_\infty$ orthogonally. Thus, for the covariant derivative $\tilde{\nabla}$ of the induced metric $\tilde{g} := f^*g$, we infer that

$$\tilde{\nabla}_x y - \nabla_x y = \omega(x)y + \omega(y)x,$$

with a suitable 1-form $\omega$ since $\nabla$ and $\tilde{\nabla}$ have the same pregeodesics (this is Weyl’s theorem; cf., [179]).

On the other hand, $\tilde{g} = e^{2u}g$ and $g$ are conformally equivalent since $f$ is conformal. Comparison with the transformation formula for the covariant derivative (see §P.2.1) shows that $\text{grad } u = 0$, that is, $u \equiv \text{const}$ is constant. Since $\tilde{g}$ has — as the pullback of the hyperbolic metric $g$ — constant curvature $-1$, we finally learn that $\tilde{g} = g$; for example, by employing the transformation formula for the sectional curvature from §P.2.7.

Consequently, $f$ is an isometry of one of the connected components of $Q^n_{-1}$, and, therefore, there is a unique Lorentz transformation $\mu \in O_1(n+2)$ with $\mu(S_\infty) = S_\infty$ and $f|_B = \mu|_B$. By postcomposing both $f$ as well as $\mu$ with the inverse of the Möbius transformation that we may have used earlier to achieve that $f(B) = B$, we derive that $f|_B : B \to f(B) \subset V$ extends to a unique Möbius transformation on $S^n$.

Finally, because $B$ was an arbitrary open ball in $U$, we conclude that $f : U \to V$ extends to a unique Möbius transformation. △

1.5.6 Note that this result obviously does not hold in dimension $n = 2$: Here, any biholomorphic function $f : U \to V$ of subsets $U, V \subset \mathbb{C}$ provides a conformal diffeomorphism.

As a consequence of Liouville’s theorem we obtain the following corollary characterizing (global) conformal diffeomorphisms of the Euclidean and hyperbolic spaces:

1.5.7 Corollary. Any (global) conformal diffeomorphism $f : \mathbb{R}^n \to \mathbb{R}^n$ of Euclidean space is a similarity, and any (global) conformal diffeomorphism $f : H^n \to H^n$ of hyperbolic space is an isometry.

1.6 Sphere congruences and their envelopes

Now, we turn to a key concept in Möbius differential geometry: The concept of sphere congruences and their envelopes. In some sense, a sphere congruence enveloping a hypersurface replaces the Euclidean concept of the Gauss map (therefore, a certain sphere congruence that can be uniquely associated to a surface in $S^3$ is called the “conformal Gauss map”). However, in certain contexts, the sphere congruence is considered to be the primary object
and its envelope(s) take the role of the Gauss map. In the following two chapters on conformally flat hypersurfaces and on Willmore and isothermic surfaces we will get to discuss each of these two viewpoints in detail. These remarks will become clearer below.

We start by giving the following

**1.6.1 Definition.** A differentiable \( m \)-parameter family \( S : M^m \to \mathbb{R}P^{n+1}_O \) of spheres is called a sphere congruence.

A differentiable map \( f : M^m \to S^n \) is called an envelope of a sphere congruence \( S \) if, for all \( p \in M \),

\[
f(p) \in S(p) \quad \text{and} \quad T_{f(p)}f(M) \subset T_{f(p)}S(p).
\]

**Fig. 1.7.** An envelope of a sphere congruence

**1.6.2 Note** that, again, we consider the tangent spaces of \( S(p) \) and \( f(M) \) at \( f(p) \) as planes in projective space \( \mathbb{R}P^{n+1}_O \), that is, we do not consider their linear structure. Also, we do not require \( f \) (or \( S \)) to be an immersion, in general: Usually, we will require one of them to be regular, depending on the viewpoint we wish to take — the object of primary interest will usually be assumed to be immersed.

The following lemma gives a useful way to handle the congruence—envelope relation formally. Note that the conditions are independent of the choices of homogeneous coordinates for \( f \) and \( S \).

**1.6.3 Lemma.** A differentiable map \( f : M^m \to S^n \) envelopes a sphere congruence \( S : M^m \to \mathbb{R}P^{n+1}_O \) if and only if

\[
\langle f, S \rangle = 0 \quad \text{and} \quad \langle df, S \rangle \equiv 0.
\]

**1.6.4 Proof.** We already saw (see Figure T.1) that \( f(p) \in S(p) \) if and only if \( \langle f(p), S(p) \rangle = 0 \). The tangent plane \( T_{f(p)}f(M) \subset T_{f(p)}S(p) \) if and only if
any tangent line of $f$ at $f(p)$, inc$[f(p), \partial_v f(p)]$, lies in the polar hyperplane pol$[S(p)]$ of $S(p)$, that is, span$\{f(p), \partial_v f(p)\} \subset \{S(p)\}^{\perp}$. \hfill

1.6.5 This characterization shows that a sphere congruence $S$ and an envelope $f$ of $S$ can, if both are regular, be considered as an “immersion—normal field pair” in $\mathbb{R}^{n+2}_1$ in two ways: $S$ as a spacelike normal field of $f$, or $f$ as an isotropic normal field of $S$.

In the following, we want to cultivate this viewpoint a little further, after discussing some obstructions for a sphere congruence to have envelopes.

1.6.6 Remember that we can equip the space $\mathbb{RP}^{n+1}_O$ of spheres with a spherical metric by considering the Lorentz sphere $S^{n+1}_1$ as a double cover (the $\pm$-ambiguity can be interpreted as the orientation) (see §1.1.3). Thus we can (locally) choose homogeneous coordinates for a sphere congruence such that $|S|^2 \equiv 1$, that is, so that $S : M^m \to S^{n+1}_1$ takes values in the Lorentz sphere.

Subsequently, we will always choose (local) homogeneous coordinates for a sphere congruence to take values in the Lorentz sphere, $S : M^m \to S^{n+1}_1$.

In this way it makes sense\(^{30}\) to consider the induced metric $\langle dS, dS \rangle$ of a sphere congruence $S$, as in the following two lemmas:

1.6.7 Lemma. If a regular sphere congruence $S : M^m \to S^{n+1}_1$ has an envelope, then $\partial_v S$ never becomes timelike.

If $S$ has two envelopes, then $S$ induces a Riemannian metric on $M$.

1.6.8 Proof. If $d_p S(T_p M)$ would contain a timelike vector, then the corresponding normal space $\{S(p), d_p S(T_p M)\}^{\perp} \subset T_{S(p)} S^{n+1}_1$ would be spacelike, that is, there would be no isotropic normal vectors. Hence there would be no envelope because an envelope can be interpreted as an isotropic normal field of the sphere congruence.

If $S$ has two (different) envelopes, then each normal space has to be a Minkowski space, and hence the tangent spaces have to be Euclidean. \hfill

1.6.9 Lemma. A regular hypersphere congruence $S : M^{n-1} \to S^{n+1}_1$ has two envelopes if and only if $S$ induces a Riemannian metric $\langle dS, dS \rangle$ on $M$.

1.6.10 Proof. The “only—if” part is a special case of the previous lemma.

For the “if” part, note that the normal bundle of $S : M^{n-1} \to S^{n+1}_1$ as an immersion into the Lorentz sphere is 2-dimensional. Thus, if $S$ induces a Riemannian metric, then the normal planes are Minkowski, containing at

\(^{30}\) Note that the pullback of the Lorentz metric on $\mathbb{R}^{n+2}_1$ is by no means (half) invariant under changes of the homogeneous coordinates of a sphere congruence, in contrast to the pullback by a light cone map or the pullback by a sphere congruence in Lie sphere geometry, where only the induced conformal structure is well defined.
each point exactly two (distinct) null lines (that smoothly depend on the point); these provide two envelopes of $S$.

1.6.11 From these considerations we learn that, in particular, a sphere congruence can have at most two envelopes.

We close with a definition that emphasizes the “immersion—normal field” viewpoint on a sphere congruence with an envelope, treating the two maps symmetrically: Note that $\langle f, S \rangle = 0$ implies $\langle df, S \rangle \equiv 0 \iff \langle f, dS \rangle \equiv 0$.

1.6.12 Definition. A pair of smooth maps $(S, f) : M \to S^{n+1}_1 \times L^{n+1}$ that satisfies the enveloping conditions $\langle f, S \rangle = 0$ and $\langle df, S \rangle \equiv 0$ will be called a strip.

1.7 Frame formulas and compatibility conditions

There are various possibilities to carry out computations in our model of Möbius (differential) geometry. Working with $O_1(n + 2)$ acting on $\mathbb{R}^{n+2}_1$, we will often use Cartan’s method of moving frames. However, we will not (as it is often done) stick to some “canonical frame,” but we will rather try to choose our frames to be adapted to each problem in order to simplify computations and arguments as much as possible in this framework. In fact, the definition of “adapted frames” in this section should be understood as a temporary definition only; it will be convenient in the following two chapters. However, for other situations other notions may be more suitable.

Thus a central notion will be that of an “adapted frame” for a strip:

1.7.1 Definition. Let $(e_0, e_1, \ldots, e_n, e_\infty)$ be a pseudo-orthonormal basis of $\mathbb{R}^{n+2}_1$, that is, $\langle e_i, e_j \rangle = \delta_{ij}$ and $e_0, e_\infty \in \{e_1, \ldots, e_n\}^\perp$ are isotropic and scaled so that $\langle e_0, e_\infty \rangle = 1$. Further, let $(S, f) : M^{n-1} \to S^{n+1}_1 \times L^{n+1}$ be a strip. Then a smooth map $F : M^{n-1} \to O_1(n + 2)$ will be called a frame for the strip $(S, f)$ if

$$S = Fe_n \quad \text{and} \quad f = Fe_0.$$  

Moreover, $F$ is called

* $S$-adapted if $\forall p \in M : d_p S(T_p M) = \text{span}\{F(p)e_i \mid 1 \leq i \leq n - 1\}$, and
* $f$-adapted if $\forall p \in M : d_p f(T_p M) = \text{span}\{F(p)e_i \mid 1 \leq i \leq n - 1\}$.

1.7.2 Note that our definition of an (adapted) frame depends on various choices: First, it depends on our model for Möbius geometry, that is, on the representation of the Möbius group $Möb(n)$ as (doubly covered by) the

\[\text{Note that these conditions force } S \text{ resp. } f \text{ to be immersed and of “good” geometric behavior: } S \text{ will have two envelopes, or } f \text{ will be an immersion into the conformal } S^n, \text{ respectively.}\]
Lorentz group $O_1(n+2)$. In Chapters 4, 6, and 7, other types of frames will be used as we will use different representations of the Möbius group. Second, it depends on our choice of using a pseudo-orthonormal basis as the (fixed) “reference frame”: This is convenient but not necessary; in particular, our choice for the relative scaling of $e_0$ and $e_\infty$ will not always be the best. In Chapter 4 we will naturally come across a different relative scaling that will cause the structure equations to look slightly different.

Finally note that we assume the domain manifold (usually just an open piece of $\mathbb{R}^{n-1}$) to be $(n-1)$-dimensional. This is a restriction that we impose here since, in the following two chapters, we are interested only in treating hypersurfaces. Remember that, in this text, frames are understood as a convenient tool to carry out computations — nothing more — and that we will change our view of what an (adapted!) frame is whenever it seems convenient.

1.7.3 However, there is some geometry attached to a frame that we do not want to conceal: The maps $S_i = Fe_i : M^{n-1} \to S_1^{n+1}$, $i = 1, \ldots, n-1$, are congruences of spheres that intersect $S$ orthogonally in $f$, and $\hat{f} := Fe_\infty$ is the map of the second intersection points of the spheres $S_i$ and $S$.

If the frame is $f$-adapted, then these spheres $S_i$, and so their second intersection points $\hat{f}$, depend\(^{32}\) on the choice of lift $f : M^{n-1} \to L^{n+1}$, and the $S_i$’s also depend on the “tangential gauge” of the frame.

If, however, $F$ is $S$-adapted, then $\hat{f}$ is the second envelope of $S$.

In Figure T.2 we have condensed some of the developed differential geometric terms, extending our table from Figure T.1 in this way.

1.7.4 Compatibility Conditions. Let $F$ be a frame for a strip $(S, f)$; denote by $\Phi := F^{-1}dF$ its connection form,

$$\Phi = \begin{pmatrix}
\omega_{11} & \ldots & \omega_{1,n-1} & -\psi_1 & \omega_1 & \chi_1 \\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\omega_{n-1,1} & \ldots & \omega_{n-1,n-1} & -\psi_{n-1} & \omega_{n-1} & \chi_{n-1} \\
\psi_1 & \ldots & \psi_{n-1} & 0 & \omega & \chi \\
-\chi_1 & \ldots & -\chi_{n-1} & -\chi & \nu & 0 \\
-\omega_1 & \ldots & -\omega_{n-1} & -\omega & 0 & -\nu
\end{pmatrix}, \quad (1.1)$$

where $\omega_{ij} + \omega_{ji} = 0$ since $\Phi \in \mathfrak{o}_1(n+2)$, and $\omega = 0$ since $(f, S)$ is a strip.

\(^{32}\) It should be an instructive exercise for the reader to investigate this dependence; to determine the effect on the connection form of the frame is a nightmare computation that will provide some additional insight, though — the reader should compare his result with our transformation formulas from Section P.2.
Then the Maurer-Cartan equation \(0 = d\Phi + \frac{1}{2} [\Phi \wedge \Phi]\) is equivalent to
(i) the Gauss equations
\[
\varrho_{ij} := d\omega_{ij} + \sum_k \omega_{ik} \wedge \omega_{kj} = \psi_i \wedge \psi_j + \omega_i \wedge \chi_j + \chi_i \wedge \omega_j,
\]
(ii) the Codazzi equations
\[
\begin{align*}
d\psi_i + \sum_j \omega_{ij} \wedge \psi_j &= \chi \wedge \omega_i \\
d\omega_i + \sum_j \omega_{ij} \wedge \omega_j &= \nu \wedge \omega_i \\
d\chi_i + \sum_j \omega_{ij} \wedge \chi_j &= \psi_i \wedge \chi + \chi_i \wedge \nu,
\end{align*}
\]
(iii) and the Ricci equations
\[
\begin{align*}
0 &= \sum_i \psi_i \wedge \omega_i \\
d\chi &= \sum_i \chi_i \wedge \psi_i - \nu \wedge \chi \\
d\nu &= \sum_i \chi_i \wedge \omega_i.
\end{align*}
\]

1.7.5 The equivalence is verified by straightforward computation.

In the case where \(F\) is an adapted frame (adapted to \(S\) or \(f\)) we want to give some geometric interpretations, for the coefficient forms of \(\Phi\) as well as for the Gauss-Codazzi-Ricci equations; it should be a worthwhile exercise for the reader to verify these geometric interpretations:

1.7.6 S-adapted frame \((\chi = 0)\). The induced metric and second fundamental form of the sphere congruence \(S : M^{n-1} \to S^n_{1}^{n+1}\) are given by
\[
I = \langle dS, dS \rangle = \sum_i \psi_i^2 \quad \text{and} \quad II = (\sum_i \omega_i \psi_i) \hat{f} + (\sum_i \chi_i \psi_i) f.
\]
Introducing the dual vector fields \(v_i\) of the first fundamental forms \(\psi_i\), that is, \(\psi_i(v_j) = \delta_{ij}\) or, equivalently, \(dS(v_i) = -S_i\), the Weingarten tensor fields of \(S\) become
\[
A_f = \sum_i v_i \omega_i \quad \text{and} \quad A_{\hat{f}} = \sum_i v_i \chi_i.
\]
The first and second Ricci equations (1.4) then show that \(A_f\) and \(A_{\hat{f}}\) are self-adjoint tensor fields — and are, therefore, diagonalizable by orthonormal vector fields. The induced covariant derivative is given by
\[
\nabla v_i = - \sum_j \omega_{ij} v_j,
\]
33) For two Lie algebra—valued 1-forms, we define \([\Phi \wedge \Psi](x,y) := [\Phi(x), \Psi(y)] - [\Phi(y), \Psi(x)]\); note that \([\Phi \wedge \Psi]\) is symmetric in \(\Phi\) and \(\Psi\) since \([.,.]\) is skew. In the case of a matrix Lie algebra, where \([.,.]\) is the commutator, we get \([\Phi \wedge \Phi](x,y) = 2\Phi \wedge \Phi(x,y)\), where the second \(\wedge\) means matrix multiplication with \(\wedge\) for the components.
and the forms \( \varrho_{ij} \) provide its curvature tensor,

\[
R(.,.)v_i = \sum_j \varrho_{ij} v_j.
\]

(1.8)

The normal connection \( \nabla^\perp \) of \( S \) is given by

\[
\nabla^\perp f = \nu f \quad \text{and} \quad \nabla^\perp \hat{f} = -\nu \hat{f},
\]

(1.9)

and the normal curvature becomes

\[
R^\perp(.,.)f = -d\nu f \quad \text{and} \quad R^\perp(.,.)\hat{f} = d\nu \hat{f}.
\]

(1.10)

The third Ricci equation (1.4) then shows that \( f \) and \( \hat{f} \) can be normalized to be parallel normal fields if and only if \( d\nu = 0 \), that is, if and only if the Weingarten tensor fields \( A_f \) and \( A_{\hat{f}} \) can be diagonalized simultaneously.

**1.7.7 \( f \)-adapted frame (\( \nu = 0 \)).** Here, the induced metric and second fundamental form of the immersion \( f : M^{n-1} \to \mathbb{R}^{n+2} \) into the light cone (note that we consider \( f \) as an immersion into the ambient Minkowski space in order to make the normal bundle a nondegenerate metric vector bundle) read

\[
I = \sum_i \omega_i^2 \quad \text{and} \quad II = (\sum_i \omega_i \psi_i) S - (\sum_i \omega_i \chi_i) f - I \hat{f}.
\]

(1.11)

Taking \( v_i \) to be the dual vector fields of the first fundamental forms \( \omega_i \), that is, \( df(v_i) = S_i \), the corresponding Weingarten tensor fields become

\[
A_f = -\sum_i v_i \omega_i = -id, \quad A_{\hat{f}} = -\sum_i v_i \chi_i, \quad \text{and} \quad A_S = \sum_i v_i \psi_i,
\]

(1.12)

all three being self-adjoint, as the first and third Ricci equations show. As before, the \( \omega_{ij} \)’s and \( \varrho_{ij} \)’s define the covariant derivative and curvature tensor of the induced metric; as we will study conformal flatness of hypersurfaces using this framework, it will be convenient to express the Weyl and Schouten tensors, \( \eta_{ij} = w(.,.,v_i,v_j) \) and \( s(.,v_i) = \sigma_i \), in terms of the occurring forms by

\[
\sigma_i = \frac{1}{n-2}(\varrho_i - \frac{\varrho}{2(n-1)}\omega_i) \quad \text{and} \quad \eta_{ij} = \varrho_{ij} - (\sigma_i \land \omega_j + \omega_i \land \sigma_j),
\]

(1.13)

where \( \varrho_i = \sum_j \varrho_{ij}(.,v_j) \) and \( \varrho = \sum_i \varrho_i(v_i) \) give the Ricci tensor and scalar curvature. The normal connection of \( f \) is given by

\[
\nabla^\perp S = -\chi f, \quad \nabla^\perp f = 0, \quad \text{and} \quad \nabla^\perp \hat{f} = \chi S.
\]

(1.14)

The second Ricci equation then shows that the normal bundle of \( f \) is flat (\( d\chi = 0 \)) if and only if the Weingarten tensors \( A_S \) and \( A_{\hat{f}} \) commute, that
is, if and only if they can be diagonalized simultaneously; in that case, the normal gauge transformation

$$S \to S + af \quad \text{and} \quad \hat{f} \to \hat{f} - aS - \frac{1}{2}a^2f,$$

(1.15)

where $da = \chi$, yields a parallel normal frame for $f$.

1.7.8 Now suppose that $f : M^{n-1} \to Q^n_\kappa$ is an immersion into a quadric of constant curvature, $\langle \mathcal{K}, f \rangle \equiv -1$. A canonical choice of an enveloped sphere congruence is its tangent plane congruence, $S : M^{n-1} \to S^{n+1}_1 \cap \{ \mathcal{K} \}^\perp$. Since $df, dS \perp \mathcal{K}, S, f$, we learn that an adapted frame $F$ will be adapted to both $f$ and $S$ at the same time — if $f$ and $S$ are immersed. In particular,

$$\hat{f} = \frac{\kappa}{2}f - \mathcal{K} \simeq f - 2\langle f, \mathcal{K} \rangle \mathcal{K}$$

is Möbius equivalent to $f$ (if $\kappa \neq 0$) or constant (if $\kappa = 0$).

Conversely, if there is a $\kappa \in \mathbb{R}$ such that $\frac{\kappa}{2}df - d\hat{f} = 0$, then $f$ takes values in the space $Q^n_\kappa$ of constant curvature $\kappa$ defined by $\mathcal{K} := \frac{\kappa}{2}f - \hat{f}$.

1.7.9 With this construction in mind, we motivate the definition of a curvature sphere of a hypersurface in the conformal $n$-sphere:

Let $f : M^{n-1} \to Q^n_\kappa$ be a hypersurface in a quadric of constant curvature, and let $S : M^{n-1} \to S^{n+1}_1 \cap \{ \mathcal{K} \}^\perp$ denote its tangent plane congruence. Note that $S$ can be interpreted as the Gauss map of $f$ as a hypersurface in $Q^n_\kappa$, since $S(p) \in T_{f(p)}Q^n_\kappa = \{ f(p), \mathcal{K} \}^\perp$ for $p \in M^{n-1}$. Then

$$I = \langle df, df \rangle \quad \text{and} \quad \mathbb{I}_S = -\langle df, dS \rangle = I(., A_S.)$$

yield the first and second fundamental forms of $f$ as an immersion into $Q^n_\kappa$.

Now denote by $a_i$ the eigenvalues of the Weingarten tensor $A_S$, that is, the $a_i$’s are the principal curvatures of $f : M^{n-1} \to Q^n_\kappa$, and let $v_i$ be the corresponding principal vector fields, so that (Rodrigues’ formula)

$$(dS + a_i df)(v_i) = df(a_i v_i - A_S v_i) = 0.$$ 

Then the sphere congruences $S_i := S + a_i f$ consist of touching spheres that have the same (principal) curvature $a_i = -\langle S_i, \mathcal{K} \rangle$ as the hypersurface in $Q^n_\kappa$.

34) Compare this with (1.11): Since $f$ takes values in $Q^n_\kappa$, we have $\chi_i = \frac{\kappa}{2}\omega_i$, and its (vectorial) second fundamental form becomes $\mathbb{I} = \mathbb{I}_S S - I \cdot (f + \frac{\kappa}{2}f) \perp \mathcal{K}$.

35) Here we use that $df, dS \perp f, S, \mathcal{K}$ (see §1.7.8).

36) This formula for the curvature of a hypersphere can be checked by assuming that $f$ locally parametrizes the (for that purpose constant) hypersphere in $Q^n_\kappa$: Let $\tilde{S}$ be a constant sphere that is parametrized by $f$; then $\tilde{S} = S + af$ as $f$ envelopes $\tilde{S}$, and $0 = \langle dS, df \rangle = aI - \mathbb{I}_S$ shows that $a = -\langle \tilde{S}, \mathcal{K} \rangle$ is the (constant) curvature of $\tilde{S} \subset Q^n_\kappa$. 


the corresponding direction: The $S_i(p)$ are the “curvature spheres” of $f$ at $f(p)$, and the $S_i : M^{n-1} \to S^{n+1}_1$ are the “curvature sphere congruences” of $f$.

A characteristic property of these curvature sphere congruences $S_i$ is that

$$\partial_{v_i} S_i = dS_i(v_i) = (dS + a_i df)(v_i) + da_i(v_i) \cdot f = \partial_{v_i} a_i \cdot f$$

becomes isotropic (in fact, parallel to $f$) for an eigendirection $v_i$ of the Weingarten operator $A_S$ that corresponds to the principal curvature $a_i$.

To see the converse, let $S : M^{n-1} \to S^{n+1}_1$ be a sphere congruence with a regular envelope $f : M^{n-1} \to S^n$ so that $dS(v) \parallel f$ for some vector field $v$ on $M^{n-1}$. Then we may choose any $K \in \mathbb{R}^{n+2}_1 \setminus \{0\}$ and consider homogeneous coordinates $f : M^{n-1} \to Q^n_\kappa$ into the corresponding quadric of constant curvature. Now let $T : M^{n-1} \to S^{n+1}_1$ denote the tangent plane map of $f$ and write $S = T + a f$: From

$$dS = (dT + a df)(v) + da(v) \parallel f$$

we deduce that $(dT + a df)(v) \perp df$, so that $a$ is a principal curvature of $f$ (eigenvalue of $A_T$) by Rodrigues’ formula.

**1.7.10 Definition.** A sphere congruence $S : M^{n-1} \to \mathbb{R}^{n+1}_O$ with a regular envelope $f : M^{n-1} \to S^n$ is a curvature sphere congruence of $f$ if, at each point $p \in M$, there is a direction $v \in T_p M$ so that $d_p S(v) \in \text{inc}[f(p), S(p)]$.  

**1.7.11** Clearly, this definition does not depend on any choices of homogeneous coordinates for $f$ or $S$, and the curvature spheres of a hypersurface (as well as the corresponding curvature directions; cf., §P.6.7) are invariant under Möbius transformations.\(^{37}\)

By choosing homogeneous coordinates $S : M^{n-1} \to S^{n+1}_1$ of the sphere congruence to take values in the Lorentz sphere, we have $dS \perp S$, so that the above condition reads $dS(v) \parallel f(p)$. Since also $dS \perp f$ (the enveloping condition), the sphere congruence $S$ becomes a curvature sphere congruence as soon as its induced metric has, at every point $p \in M^{n-1}$, some null direction: If $v$ is a null vector, $|d_p S(v)|^2 = 0$, then we have $d_p S(v) \parallel f(p)$, by the enveloping condition.

Usually, we will avoid this situation and assume that the considered sphere congruences have a nondegenerate (positive definite) induced metric, as discussed above.

---

\(^{37}\) Actually, the curvature spheres of a hypersurface are invariant under Lie sphere transformations (see [66]).
1.8 Channel hypersurfaces

To conclude this chapter, we discuss channel hypersurfaces as an example:\(^{38}\):

A “channel hypersurface” is the envelope \( f : I \times S^{n-2} \to S^n \) of a 1-parameter family \( S : I \to \mathbb{RP}^{n+1}_O \) of hyperspheres in \( S^n \).

1.8.1 We start by discussing channel hypersurfaces from the point of view of a “sphere curve.” We explicitly do not assume that its envelope is immersed. At the end of the section, we will switch viewpoints and discuss the notion of a channel hypersurface by considering the (regular) hypersurface as the primary object of interest, and we will introduce the notion of a “branched channel hypersurface” that will become important in the following chapter.

1.8.2 Not every 1-parameter family of spheres possesses such an envelope. Assuming that \( f(\{t\} \times S^{n-2}) \) is an \((n-2)\)-sphere (as it generally should be), a necessary condition — since \( f \) envelopes \( S \) — is that \( S(t) \) and \( S'(t) \) are both perpendicular to the Minkowski \( n \)-space that defines this \((n-2)\)-sphere (see Figure T.1). In particular, \((S \wedge S')(t)\) has to be spacelike, that is, the tangent line \( \text{inc}[S(t), S'(t)] \) of \( S \) at \( S(t) \) should not intersect \( S^n \subset \mathbb{RP}^{n+1} \).

If we (locally) normalize \( S \) to take values in the Lorentz sphere, this is equivalent to the sphere curve being spacelike, \(|S'| > 0\), since \( S \perp S' \).

The next lemma shows how to construct the envelope \( f \) from the (regular) sphere curve \( S \) and gives an additional condition on \( S \) under which the envelope \( f \) is regular:

1.8.3 Lemma. Let \( S : I \to S^{n+1}_1 \) be a spacelike sphere curve, \(|S'|^2 > 0\), and choose an orthonormal\(^{39}\) parallel normal frame \((S_0, S_1, \ldots, S_{n-1})\) for the sphere curve. Then

\[
 f : I \times S^{n-2} \to L^{n+1}, \quad (t, \vartheta) \mapsto f(t, \vartheta) := S_0(t) + \sum_{i=1}^{n-1} \vartheta_i S_i(t)
\]

envelopes \( S \), and \( f : \{t\} \times S^{n-2} \to S(t) \cap S'(t) \) is a diffeomorphism onto the “generating spheres” \( S(t) \cap S'(t) \) for any fixed \( t \in I \).

\( f \) is an immersion if and only if all osculating planes \( \text{inc}[S(t), S'(t), S''(t)] \) of \( S \) intersect \( S^n \) transversally.\(^{40}\)

1.8.4 Proof. \( f \) envelopes \( S \) since \( \langle f, S \rangle = 0 \) and \( \langle df, S \rangle = -\langle f, S' dt \rangle \equiv 0 \).

---

\(^{38}\) This will become important, for example, in the context of our discussion of conformally flat hypersurfaces in the next chapter (compare [61]). See also [124]. A more general notion of channel hypersurfaces than the one we are going to discuss here was investigated in [6] (cf., [66]).

\(^{39}\) Remember that the scalar products of parallel vector fields along a curve are constant. “Orthonormal” means: \( 1 = -|S_0|^2 = |S_i|^2 \) and \( S_i \perp S_j \) for \( i \neq j \).

\(^{40}\) In particular, for \( f \) to be regular, the sphere curve has to be curved, that is, \( S(t), S'(t), \) and \( S''(t) \) have to be linearly independent.
For the rest of the proof we assume, without loss of generality, that \( S \) is parametrized by arc length, \(|S'|^2 \equiv 1\).

Introducing the curvatures \( \kappa_i := \langle S'', S_i \rangle \) of the sphere curve \( S \), the induced metric of \( f \) becomes

\[
\langle d_{(t, \vartheta)} f, d_{(t, \vartheta)} f \rangle = (\kappa_0(t) + \sum_{i=1}^{n-1} \kappa_i(t) \vartheta_i)^2 dt^2 + d\vartheta^2.
\]

Thus, for fixed \( t \in I \), \( f(t, \cdot) : S^{n-2} \to \{S(t), S'(t)\}^\perp \) is an isometry and hence a regular parametrization of the generating \( (n-2) \)-sphere \( S(t) \cap S'(t) \).

However, \( f \) may fail to be an immersion (into \( S^n \)) because \( \frac{\partial}{\partial t} f(t, \vartheta) \) may become isotropic for some \((t, \vartheta)\). By interpreting the forefactor of \( dt^2 \) in the above formula as the squared inner product of the curvature vector \((-\kappa_0, \ldots, \kappa_{n-1})\) and the isotropic vector \((1, \vartheta_1, \ldots, \vartheta_{n-1})\) in the Minkowski space \( \mathbb{R}^n_1 \), we learn that \( f \) induces a positive definite metric (is an immersion) if and only if the osculating vector is timelike, that is, if and only if \(|(S + S'')|^2 < 0 \) for all \( t \). Thus, in the projective setting, \( f \) is an immersion if and only if the osculating planes \( \text{inc}[S, S', S''](t) \) of \( S \) all intersect \( S^n \subset \mathbb{RP}^{n+1} \) transversally.

\[\triangledown\]

1.8.5 Example. We consider the case of a “planar” curve \( S : I \to S^4 \) of spheres in \( S^3 \), that is, the osculating planes \( \text{inc}[S, S', S''] \subset \mathbb{RP}^4 \) are a fixed plane. There are three cases to consider, depending on the signature of the plane of the curve:

(i) \( \text{inc}[S, S', S''] \) intersects \( S^3 \) transversally (that is, \( f \) is an immersion). Then this intersection yields a fixed circle; by describing that circle in terms of two fixed, orthogonally intersecting spheres \( S_1, S_2 \in S^4_1 \), we realize that all spheres \( S(t) \) intersect \( S_1 \) and \( S_2 \), and hence this circle, orthogonally. Stereographically projecting \( S^3 \to \mathbb{R}^3 \) from a point \( p_\infty \in S_1 \cap S_2 \), this circle becomes a straight line in \( \mathbb{R}^3 \) that intersects the spheres \( S \) of the 1-parameter family orthogonally: The immersion \( f \) becomes a surface of revolution about that circle as an axis of rotation.

(ii) \( \text{inc}[S, S', S''] \) touches \( S^3 \) in a point \( p_\infty \). In this case, all spheres \( S(t) \) contain that point; choosing a (any) fixed sphere \( \hat{S} \in \text{pol}[S, S', S''] \) in the polar line of the osculating plane yields another sphere that contains \( p_\infty \) and intersects the spheres \( S(t) \) orthogonally. Stereographically projecting \( S^3 \to \mathbb{R}^3 \) from \( p_\infty \), we obtain a 1-parameter family of planes \( t \to S(t) \) that intersect a fixed plane \( \hat{S} \) orthogonally: \( f \) becomes a cylinder — that fails to be immersed at the point \( p_\infty \) at infinity.

(iii) \( \text{inc}[S, S', S''] \) does not meet \( S^3 \). Here we consider the two points \( p_0 \) and \( p_\infty \) of the intersection of the polar line \( \text{pol}[S, S', S''] \) of the osculating plane with \( S^3 \): The spheres \( S(t) \) of our 1-parameter family all contain both of these points. Stereographically projecting \( S^3 \to \mathbb{R}^3 \) from \( p_\infty \)
yields a family \( t \rightarrow S(t) \) of planes that contain \( p_0 \) and intersect all spheres of the pencil \( \text{inc}[p_0, p_\infty] \) orthogonally; those become concentric spheres with a common center \( p_0 \), and \( f \) becomes a cone with vertex \( p_0 \) — failing to be immersed at \( p_0 \) and \( p_\infty \).

1.8.6 Reverting these arguments, we see that any surface of revolution, cylinder, or cone is the envelope of a planar sphere curve.\(^{41}\)

Note that this example can, with minor reformulations, be generalized to channel hypersurfaces in any \( S^n \); we leave this as an exercise to the reader.

1.8.7 As an application of the just-derived classification of channel surfaces with a planar sphere curve we obtain a Möbius geometric classification of Dupin cyclides\(^{42}\) (cf., [217] or [66]), that is, of surfaces that are channel in two different ways\(^{43}\):

1.8.8 Classification of Dupin Cyclides. If a surfaces in \( S^3 \) is a channel surface in two different ways, then it is Möbius equivalent to (part of) a circular torus of revolution, a circular cylinder, or a circular cone.

1.8.9 Proof. Let \( S_i : I_i \rightarrow S_1^4 \), \( i = 1, 2 \), denote the two (different) 1-parameter families of spheres, and let \( f : I_1 \times I_2 \rightarrow S^3 \) be their common envelope. We assume the sphere curves to be curved, that is, \( S_i, S'_i, \) and \( S''_i \) are linearly independent: If one of them was not curved, then it would describe an elliptic sphere pencil, that is, a fixed circle, so that \( f \) would be highly degenerate.

Since \( S_1(s) \) and \( S_2(t) \) touch at \( f(s, t) \), the spheres \( S_1(s) \) and \( S_2(t) \) belong to one parabolic sphere pencil, and \( S_1(s), S_2(t), \) and \( f(s, t) \) are (as points in projective space) collinear:

\[
\langle S_1(s), S_2(t) \rangle \equiv 1 \quad \text{and} \quad f(s, t) = S_1(s) - S_2(t),
\]

up to scale. Consequently, by taking derivatives of \( \langle S_1(s), S_2(t) \rangle \) with respect to \( s \) and \( t \), respectively, we find \( S'_i, S''_i \perp S_j, S'_j, S''_j \) for \( i \neq j \). In particular, \( S'_1 \perp S'_2 \), so that the generating circles \( S_1(s) \cap S'_1(s) \) and \( S_2(t) \cap S'_2(t) \) intersect orthogonally in \( f(s, t) \) for any choice of \((s, t) \in I_1 \times I_2 \). Moreover, because we required the sphere curves \( S_i \) to be curved so that \( S'_i \) and \( S''_i \) are linearly independent, we have

\[
\text{inc}[S_1, S'_1, S''_1](s) = \text{pol}[S'_2, S''_2](t) \quad \text{and} \quad \text{inc}[S_2, S'_2, S''_2](t) = \text{pol}[S'_1, S''_1](s)
\]

\(^{41}\) Compare [8] for an investigation of Möbius equivariant surfaces; see also [267] and [268].

\(^{42}\) From a Lie geometric point of view, all Dupin cyclides are the same (Lie equivalent).

\(^{43}\) Note that a surface in Euclidean 3-space qualifies as a channel surface if and only if one of its principal curvatures is constant along its curvature lines, as we will discuss at the end of this section. Thus a surface in Euclidean space is a Dupin cyclide if and only if Weingarten’s invariant 1-form \( \Omega = 0 \) (see §P.6.5) vanishes.
for all \((s,t) \in I_1 \times I_2\). As a consequence, the osculating planes \(\text{inc} [S_i, S'_i, S''_i]\) of the two sphere curves are fixed.

Now, three cases can occur:

1.8.10 If \(\text{inc} [S_1, S'_1, S''_1]\) does not intersect \(S^3 \subset \mathbb{RP}^4\), then \(f\) stereographically projects to a cone with the circles \(S_1 \cap S'_1\) as its generators; since the spheres \(S'_2\) belong to the hyperbolic pencil \(\text{pol}[S_1, S'_1, S''_1] = \text{inc}[p_0, p_\infty]\) of spheres with center \(p_0\) in \(\mathbb{R}^3 \cong S^3 \setminus \{p_\infty\}\) — which contain the other family of generating circles \(S_2 \cap S'_2\) — it is a circular cone.

In homogeneous coordinates: Denote \(\text{span}\{S_i, S'_i, S''_i\} =: E_i\) and choose a pseudo-orthonormal basis \((e_1, e_2, e_3, p_0, p_\infty)\) of \(\mathbb{R}^5\), with \(\langle p_0, p_\infty \rangle = 1\), so that \(E_1 = \text{span}\{e_1, e_2, e_3\}\) and \(E_2 = \text{span}\{e_3, p_0, p_\infty\}\). Since \(S'_i \perp E_j\) for \(i \neq j\), we find, up to reparametrization,

\[
S_1(s) = \sin \alpha \cdot [\cos(s)e_1 + \sin(s)e_2] + \cos \alpha \cdot e_3, \\
S_2(t) = \sec \alpha \cdot e_3 + \frac{1}{\sqrt{2}} \tan \alpha \cdot [e^tp_0 - e^{-t}p_\infty],
\]

with some constant \(\alpha\); consequently, \(f(s,t) = S_1(s) - S_2(t)\) becomes a cone in \(\mathbb{R}^3 \cong Q_0^3\) with \(p_\infty\) as the point at infinity:

\[
f(s,t) \simeq e^{-t}\sqrt{2}[\cos \alpha \cdot (\cos(s)e_1 + \sin(s)e_2) - \sin \alpha \cdot e_3] - p_0 + e^{-2t}p_\infty.
\]

1.8.11 If \(\text{inc} [S_1, S'_1, S''_1]\) meets \(S^3\) in a point \(p_\infty \in S^3\), then \(f\) yields a cylinder in \(\mathbb{R}^3 = S^3 \setminus \{p_\infty\}\) and its generators \(S_1 \cap S'_1\) all contain \(p_\infty\); since all spheres \(S'_2\) project to planes (spheres containing \(p_\infty\)) that intersect this cylinder orthogonally and contain the other family of generating circles \(S_2 \cap S'_2\), it becomes a circular cylinder.

In homogeneous coordinates: Here \(E_1 = \text{span}\{e_1, e_2, p_\infty\}\), with the above notations; \(S_1(s) = \cos(s)e_1 + \sin(s)e_2 + \alpha(s)p_\infty\) with some function \(\alpha\); and \(S_2(t) = c_1e_1 + c_2e_2 + (c_3 + t)e_3 + c_0p_0 + \frac{1}{2}(t^2 + c_\infty)p_\infty\), without loss of generality, since \(S'_2 \perp E_1\); \(|S_2|^2 \equiv 1\) and \((S_1, S_2) \equiv 1\) then yield \(c_3 = 0, c_0 = -1, c_\infty = c_1^2 + c_2^2 - 1\), and \(\alpha(s) = c_1 \cos s + c_2 \sin s - 1\):

\[
S_1(s) = \cos(s)e_1 + \sin(s)e_2 + (c_1 \cos s + c_2 \sin s - 1)p_\infty, \\
S_2(t) = c_1e_1 + c_2e_2 + te_3 - p_0 + \frac{1}{2}(c_1^2 + c_2^2 + t^2 - 1)p_\infty.
\]

Thus \(f(s,t) = S_1(s) - S_2(t)\) becomes a circular cylinder in \(\mathbb{R}^3 \cong Q_0^3\):

\[
f(s,t) \simeq -[(\cos s - c_1)e_1 + (\sin s - c_2)e_2 - te_3] - p_0 + \frac{1}{2}((\cos s - c_1)^2 + (\sin s - c_2)^2 + t^2)p_\infty.
\]

1.8.12 If \(\text{inc} [S_1, S'_1, S''_1]\) intersects \(S^3 \subset \mathbb{RP}^4\) transversally, we may restrict ourselves to the case where \(\text{inc} [S_2, S'_2, S''_2]\) also intersects \(S^3\) transversally
(otherwise we are back to one of the previous cases with the roles of \( S_1 \) and \( S_2 \) interchanged). Here, \( f \) projects to a surface of revolution in \( \mathbb{R}^3 \) in two ways, where the the intersection of the osculating planes inc\([S_i, S'_i, S''_i]\) of \( S_i \) with \( S^3 \) provides the respective axis of revolution; since all spheres \( S'_j \) contain the axis given by the osculating plane of \( S_i, i \neq j \), \( f \) becomes a circular torus of revolution in either way.

In homogeneous coordinates: Here, we choose an honest orthonormal basis \((e_0, e_1, \ldots, e_4)\) of \( \mathbb{R}^5 \), \( 1 = -|e_0|^2 = |e_i|^2 \) and \( e_i \perp e_j \) for \( i \neq j \), such that we have \( E_1 = \text{span}\{e_0, e_1, e_2\} \) and \( E_2 = \text{span}\{e_0, e_3, e_4\} \). Then

\[
S_1(s) = \sinh \alpha \cdot e_0 + \cosh \alpha \cdot [\cos(s)e_1 + \sin(s)e_2], \\
S_2(t) = -\frac{1}{\sinh \alpha} e_0 + \frac{\cosh \alpha}{\sinh \alpha} [\cos(t)e_3 + \sin(t)e_4],
\]

with a constant \( \alpha \), and

\[
f(s, t) \simeq e_0 + \frac{\sinh \alpha}{\cosh \alpha} [\cos(s)e_1 + \sin(s)e_2] - \frac{1}{\cosh \alpha} [\cos(t)e_3 + \sin(t)e_4]
\]

becomes a Clifford torus in \( S^3 \cong Q_1^3 \) that stereographically projects to a circular torus of revolution in \( \mathbb{R}^3 \) in two ways.

1.8.13 Note how, in the cases of circular cones and cylinders, the osculating plane of one of the enveloped sphere curves does not intersect \( S^3 \) transversally: This corresponds to the envelope being singular at two or one point(s), that is, two or one of the generating circles degenerates to a point.

1.8.14 So far we have considered “sphere curves,” dealing with their envelopes as derived objects that can be constructed from the curve under weak regularity assumptions. In the next chapter we will reconsider channel hypersurfaces in a different context, where the hypersurface will be of primary interest and the enveloped sphere congruence will be a derived object: There, we will not be able (and it will not be desirable, cf., [102]) to keep the regularity requirements on the enveloped sphere curve. Thus we will weaken the regularity assumption on the enveloped sphere congruence while requiring the envelope to be an immersion:

1.8.15 Definition. A regular map \( f : M^{n-1} \rightarrow S^n \) is called a branched channel hypersurface if it envelopes a sphere congruence \( S \) with \( \text{rk}\, dS \leq 1 \).

1.8.16 To conclude this chapter, we want to prove that a branched channel hypersurface can be characterized by a slightly weaker condition than the one given in the definition when the dimension is high enough. This characterization\(^{44}\) will turn out to be useful later:

\(^{44}\) Compare [6] or [66].
1.8.17 Lemma. A spacelike submanifold \( f : M^{n-1} \to L^{n+1}, n \geq 4 \), of the lightcone defines a branched channel hypersurface if and only if its shape operators \( A_S \) with respect to some spacelike normal field \( S : M^{n-1} \to S_1^{n+1} \) have \( \text{rk} A_S \leq 1 \).

1.8.18 Proof. Clearly, if \( S \) is a spacelike normal field (defining a sphere congruence) with \( \text{rk} dS \leq 1 \), then \( \text{rk} A_S \leq 1 \).

The converse is a consequence of the Codazzi equations (1.3): Using an \( f \)-adapted frame (cf., §1.7.7), the equations for the \( \psi_i \) read
\[
(\nabla_x A_S - \chi(x))y = (\nabla_y A_S - \chi(y))x
\]
when written invariantly. Now, choosing local orthonormal vector fields \( x, y \) in the ker\( A_S \) distribution, we obtain
\[
dS(y) = -\chi(y)g(x,x)f = g((\nabla_x A_S)y - (\nabla_y A_S)x - \chi(x)y, x)f = 0,
\]
showing that we have \( dS(y) = 0 \), for \( y \in \text{ker} A_S \). \( \Box \)

1.8.19 A change \( S \mapsto S + af \) of the normal field (enveloped sphere congruence) with a function \( a \) results in a change \( A_S \mapsto A_S - a \cdot id \) of the corresponding Weingarten tensor field: \( \langle dS, df \rangle \mapsto \langle dS + a df, df \rangle \).

Thus, a hypersurface in \( S^n, n \geq 4 \), is a branched channel hypersurface as soon as it is “quasi-umbilic,” that is, as soon as the Weingarten tensor field \( A_S \) — with respect to any enveloped sphere congruence \( S \) — has an eigenvalue of multiplicity \( n - 2 \).

1.8.20 Note that the above lemma does not hold in dimension \( n = 3 \): There, the Weingarten tensor fields with respect to a congruence of curvature spheres \( S \) (see §1.7.10) have \( \text{rk} A_S \leq n - 1 - 1 = 1 \) for any surface. The reason why the above proof fails is the same as the one that made our definition of hyperspheres fail in dimension \( n = 2 \) (cf., §P.7.15): The Codazzi equations cannot be applied to prove that a “totally umbilic” curve is a circle — because “totally umbilic” is not a condition on curves.

However, it remains true that a surface in the conformal 3-sphere is a channel surface if it carries one family of circular curvature lines.\(^{45}\) Namely, by Joachimsthal’s theorem from §P.7.6, any sphere of the elliptic pencil (cf., Figure T.1) that contains the circular curvature line intersects the surface at a constant angle. In particular, if the sphere touches the surface in one point of the circle, then it touches along the circle, and hence we find a 1-parameter family of spheres that is enveloped by the surface.

---

\(^{45}\) If we consider the surface in Euclidean ambient space \( \mathbb{R}^3 \), then it has circular curvature lines if and only if one of its principal curvatures is constant along its curvature lines: Suppose that the principal curvature \( a_i \) of the surface \( f \), with unit normal field \( n \), does not vanish; then the focal point \( f + \frac{1}{n_i} n \) of \( f \) is constant along the corresponding curvature line if and only if \( a_i \) is.
Chapter 2
Application: Conformally flat hypersurfaces

As a first application of the just-elaborated classical model of Möbius geometry we want to study conformally flat hypersurfaces in the conformal \( n \)-sphere. Here, we will consider the (regular) hypersurface as the primary object of interest and an enveloped (1-parameter) family of spheres as its “Gauss map,” in contrast to the way we considered channel hypersurfaces in most of Section 1.8.

Conformally flat hypersurfaces have been a topic of interest for some time. In [61], É. Cartan gave a complete local classification of conformally flat hypersurfaces\(^1\) in \( S^n \) when \( n \geq 5 \), that is, in the case where conformal flatness is detected by the vanishing of the Weyl tensor (cf., §P.5.1). Cartan’s result was reproven several times; we will present a proof close to Cartan’s original proof to show that any conformally flat hypersurface in dimension \( n \geq 5 \) is (a piece of) a branched channel hypersurface, using the model for Möbius geometry developed in the previous chapter. Later, the global structure of compact conformally flat (submanifolds and) hypersurfaces was analyzed, showing that the conformal structure has, in general, no global flat representative (see [199]), deriving restrictions on the intrinsic structure (cf., [198], [222], [194]), and giving a complete geometric description of their shape (see [102]; cf., [173]). However, in contrast to the 2-dimensional case (cf., [124] and [125]), the question of whether a given “classical Schottky manifold\(^2\)” can be immersed conformally seems to be still open (cf., [231] and [271]).

As indicated earlier, in §P.5.7, the situation seems more complicated in the case of 3-dimensional conformally flat hypersurfaces in the conformal 4-sphere. Here, the condition for conformal flatness is a third-order system of partial differential equations for the metric,\(^3\) as opposed to the higher dimensional case where the condition is of second-order (see §P.5.1). It is not hard to see that branched channel hypersurfaces are conformally flat. Thus, the remaining (local) problem is to characterize generic conformally flat hypersurfaces, that is, conformally flat hypersurfaces with three distinct

\(^1\) For related results, see also [208], [190], and [195]; for a survey, see [292].

\(^2\) This is a conformal manifold that is obtained by removing \( 2k \) disjoint round balls from the round \( n \)-sphere and then identifying their boundaries pairwise by means of Möbius transformations [222].

\(^3\) Most approaches to the classification problem are of a local nature; for an entirely different approach, see [68] and [69].
principal curvatures. Cartan [61] gave a rather mysterious characterization in terms of the integrability of the “umbilic distributions.” Below we present his characterization, along with a relation with certain maps into the symmetric space of circles, “curved flats” (see [112]), which might make Cartan’s characterization less mysterious since his umbilic distributions turn out to be exactly the “root distributions” of the curved flat [145]. In fact, we are going to relate Cartan’s result to the integrability of the “conformal fundamental forms” of a generic hypersurface — which leads to the notion of “Guichard nets” [143], a special type of triply orthogonal system.

By constructing the cone, cylinder, or hypersurface of revolution over a surface of constant Gauss curvature in $S^3$, $\mathbb{R}^3$, or $H^3$, respectively, we obtain examples of generic conformally flat hypersurfaces in the conformal 4-sphere (see [173]). We will discuss the corresponding Guichard nets and see that they are rather special — showing that these examples do not provide all conformally flat hypersurfaces in the conformal 4-sphere with three distinct principal curvatures (see [143]). More explicit examples of generic conformally flat hypersurfaces that are not of the above type are given by Y. Suyama in [273].

We will conclude the chapter by discussing a certain class of Guichard nets, “cyclic Guichard nets,” that lead to families of parallel linear Weingarten surfaces in spaces of constant curvature. An interesting feature of this point of view on linear Weingarten surfaces is that it provides a unified framework to prove analogs of Bonnet’s theorem on parallel constant mean and constant Gauss curvature surfaces in space forms (cf., [214] and [146]).

The contents of this chapter are organized as follows:

**Section 2.1.** We prove Cartan’s theorem that conformally flat hypersurfaces in ambient dimensions $n \geq 5$ are branched channel hypersurfaces. A notion of a conformal metric for 3-dimensional hypersurfaces in $S^4$ is introduced.

**Section 2.2.** The notion of a curved flat is introduced, and basic properties of curved flats are discussed. A relation between conformally flat hypersurfaces in $S^4$, cyclic systems, and curved flats in the symmetric space of circles is established. The aforementioned conformal metric for 3-dimensional hypersurfaces is shown to arise naturally from the curved flat description of conformally flat hypersurfaces.

**Section 2.3.** The conformal fundamental forms of a 3-dimensional hypersurface are introduced, and their integrability is shown to be equivalent to the conformal flatness of the hypersurface. We discuss to what extent the conformal fundamental forms determine a conformally flat hypersurface.

---

4) For an early result, see [118]. Interesting classes of examples may be found in [190].
Finally, the relation of the conformal fundamental forms with Cartan’s umbilic distributions is given, and Cartan’s respective characterization of conformal flatness is discussed.

Section 2.4. Guichard nets are introduced as certain triply orthogonal systems in (Euclidean) 3-space. Their relation with conformally flat hypersurfaces is revealed. Dupin’s classical theorem is obtained as a by-product (a more general version of this theorem will be proved in Chapter 8), and Lamé’s equations are derived for later use. Various examples of 3-dimensional conformally flat hypersurfaces are given, and the geometry of their Guichard nets is investigated.

Section 2.5. The geometry of cyclic systems (normal congruences of circles) and of the triply orthogonal system given by a cyclic system are investigated. It is shown that any Guichard cyclic system is a normal line congruence in some space of constant curvature.

Section 2.6. Continuing the line of thought from the previous section, it is proved here that the orthogonal surfaces of a Guichard cyclic system are parallel linear Weingarten surfaces in a space form and, conversely, that any such family of surfaces gives rise to a Guichard cyclic system.

Section 2.7. Bonnet’s classical theorem on parallel surfaces of constant Gaussian and constant mean curvature in Euclidean space is obtained as a consequence of the previous discussions on Guichard cyclic systems.

Remark. The reading of this chapter requires familiarity with the classical model of Möbius geometry presented in Chapter 1.

2.1 Cartan’s theorem

In this section we will present Cartan’s local classification result for conformally flat hypersurfaces in $S^n$, $n \geq 5$. Our proof will be very similar to the original proof by Cartan [61]. Because we are interested in the geometry of the hypersurface, we will work with an $f$-adapted frame of a hypersurface $f : M^{n-1} \to S^n$ (cf., §1.7.7).

We start by discussing the conformal flatness of channel hypersurfaces:

2.1.1 Example. Any branched channel hypersurface is conformally flat.

2.1.2 Proof. Denote by $S$ the enveloped sphere congruence that characterizes $f$ as a branched channel hypersurface, that is, $\text{rk} \, dS \leq 1$. Further, let $F : M^{n-1} \to O_1(n+2)$ be an $f$-adapted frame for the strip $(S,f)$. For the components of the connection form (1.1) of $F$, the assumption $\text{rk} \, dS \leq 1$ implies that $\psi_i \wedge \psi_j = 0$ and $\psi_i \wedge \chi = 0$ for all $i,j$ (recall that, for an $f$-adapted frame, $\omega = \nu = 0$). Consequently, the Gauss equations (1.2) reduce to $g_{ij} = \chi_i \wedge \omega_j + \omega_i \wedge \chi_j$, that is, the Schouten forms, $\sigma_i = \chi_i$ (cf., §P.3.2), and the Weyl tensor vanishes, $\eta_{ij} = 0$. 
Thus, for \( n \geq 5 \), we are done: A branched channel hypersurface is conformally flat by the Weyl-Schouten theorem §P.5.1.

For \( n = 4 \) (the case \( n = 3 \) is not interesting, anyway; see §P.4.6), the Weyl tensor always vanishes, and the condition for conformal flatness becomes that the Schouten tensor be a Codazzi tensor (see §P.5.1). Here, we employ the Codazzi equations (1.3) for \( \chi_i \) to obtain \( d\sigma_i + \sum_j \omega_{ij} \wedge \sigma_j = 0 \), that is, conformal flatness in this case also.

2.1.3 In order to prove the converse, we first state a lemma — that is the key to other interesting results, too. Cartan's classification will then be an immediate consequence.

2.1.4 Lemma. If \( f : M^{n-1} \to \mathbb{R}^{n+2}_1, n \geq 4, \) is a flat spacelike immersion with values in the light cone — a flat lift of a conformally flat hypersurface in \( S^n \) — then \( f \) has flat normal bundle (as an immersion into \( \mathbb{R}^{n+2}_1 \)).

2.1.5 Proof. Let \( F \) be an \( f \)-adapted frame with connection form \( \Phi \). Suppose (cf., §1.7.7) that the dual vector fields \( v_i \) of \( \omega_i \) diagonalize the Weingarten tensor field \( A_S \), that is, that we have \( \psi_1 = a_i \omega_i \) with suitable functions \( a_i \). With the ansatz \( \chi_i = -\sum_j b_{ij} \omega_j \), the Gauss equation (1.2) then yields

\[
0 = a_ia_j - b_{ii} - b_{jj} \quad \text{and} \quad 0 = b_{ij}
\]

(2.1) for \( i \neq j \). In particular, \( \chi_i = -b_{ii} \omega_i \), so that \( A_j \) is also diagonal; hence the second Ricci equation (1.4) shows that the normal bundle of \( f \) is flat.

2.1.6 Now let \( i, j, k, l \) be pairwise distinct indices. From (2.1) we deduce

\[
(a_i - a_k)(a_j - a_l) = (b_{ii} + b_{jj}) - (b_{ii} + b_{ll}) - (b_{kk} + b_{jj}) + (b_{kk} + b_{ll}) = 0.
\]

Hence \( n - 2 \) of the \( a_i \)'s coincide: \( a_2 = \ldots = a_{n-1} \), without loss of generality. Then \( \text{rk} A_S \leq 1 \) for the sphere congruence \( \tilde{S} := S + a_2 f \) (cf., (1.15)), so that our lemma from §1.8.17 tells us that \( f \) is a branched channel hypersurface.

Since we can have four pairwise distinct indices \( i, j, k, l \in \{1, \ldots, n-1\} \) as soon as \( n \geq 5 \), we have just proved a theorem by Cartan [61] (see also [252]):

2.1.7 Theorem (Cartan). If \( f : M^{n-1} \to S^n, n \geq 5, \) is a conformally flat immersion, then \( f \) is a branched channel hypersurface.

2.1.8 For \( n = 4 \), Cartan [61] introduces the tensor \( B := \sum_{i=1}^3 v_i(\sigma_i - \chi_i) \). As the Weyl tensor vanishes, \( g_{ij} = \sigma_i \wedge \omega_j + \omega_i \wedge \sigma_j \), the Gauss equations (1.2) then imply that the coefficients \( b_{ij} \) of \( B \) satisfy (2.1) when working with a principal \( f \)-adapted frame, that is, \( \psi_i = a_i \omega_i \), as above. Consequently, \( 2b_{ii} = a_ia_j + a_ka_j - a_ja_k \) for pairwise distinct indices \( i, j, k \in \{1, 2, 3\} \) or, written in an invariant way,

\[
B = (\text{tr} A_S \cdot A_S - A_S^2) - \frac{1}{4}((\text{tr} A_S)^2 - \text{tr} A_S^2) \text{id}.
\]
This formula now holds for any light cone lift (choice of homogeneous coordinates) of an immersion $f : M^3 \to S^4$ because the induced curvature has been built in — in contrast to the above reasoning, where we chose a flat lift.

2.1.9 Obviously, the Cartan tensor $B$ has the same eigendirections as $A_S$, and the induced metric of $f$ is conformally flat, that is, the Schouten tensor is a Codazzi tensor, if and only if $B$ satisfies

$$(\nabla_x B - \chi(x) A_S)y = (\nabla_y B - \chi(y) A_S)x$$

$$(\nabla_x B - A_S \nabla_x A_S)y = (\nabla_y B - A_S \nabla_y A_S)x,$$  \hspace{1cm} (2.3)

since $d\sigma_i + \sum_j \omega_{ij} \wedge \sigma_j = 0$ $\iff$ $d(\sigma_i - \chi_i) + \sum_j \omega_{ij} \wedge (\sigma_j - \chi_i) = \chi \wedge \psi_i$ by (1.3) for an $f$-adapted frame $F$; the equivalence with the second equation is a consequence of the Codazzi equations, again.

For example, for an immersion $f : M^3 \to Q^4_\kappa$ into a space of constant curvature, $\chi = 0$ so that the Schouten tensor is Codazzi if and only if the Cartan tensor is.

2.1.10 Also note that the Cartan tensor is not invariant under “admissible changes” $(f, S) \mapsto (e^u f, S + a f)$ of the strip $(f, S)$. By (2.2), the transformation behavior of $B$ is determined by that of $A_S$. Namely,

$$\langle df, df \rangle \mapsto e^{2u} \langle df, df \rangle \quad \text{and} \quad \langle df, dS \rangle \mapsto e^u \langle df, dS + a df \rangle$$

implies that the Weingarten tensor

$$A_S \mapsto e^{-u} (A_S - a \cdot id) \quad \Rightarrow \quad B \mapsto e^{-2u} (B - a \cdot A_S + \frac{1}{2} a^2 \cdot id).$$  \hspace{1cm} (2.4)

Thus $B - \frac{1}{2} A_S^2 \mapsto e^{-2u} (B - \frac{1}{2} A_S^2)$, so that $I(., (B - \frac{1}{2} A_S^2).)$ defines a scalar product that is invariant under such admissible changes:

2.1.11 Definition. The scalar product $C := I(., (2B - A_S^2).)$ will be called the conformal metric of an immersion $f : M^3 \to S^4$ into the conformal 4-sphere.

2.1.12 By choosing $f : M^3 \to Q^4_\kappa$ to take values in a space of constant curvature, $S$ can be chosen to be the tangent plane map of $f$, that is, its unit normal field in $Q^4_\kappa$, so that $A_S$ will be the usual Weingarten tensor field of a hypersurface in a space form.

Before analyzing this conformal metric $C$ further, let us see how it arises in another context.
2.2 Curved flats

In this section we want to examine some consequences of the lemma in §2.1.4 for 3-dimensional conformally flat hypersurfaces. Thus, let $f : M^3 \to L^5$ be a (local: remember that such flat lifts usually do not exist globally [199]) flat lift of a conformally flat hypersurface in the conformal 4-sphere. Then we learned that, besides the tangent bundle, the normal bundle of $f : M^3 \to R^6_1$ is a flat subbundle of $f^*T\mathbb{R}^6_1$ also.

2.2.1 The “generalized Gauss map” $\gamma$ of any immersion $f : M^3 \to L^5$ with spacelike tangent planes,

$$\gamma : M^3 \to G_+(6, 3),$$

$$p \mapsto \gamma(p) := \text{span}\{d_pf(T_pM)\},$$

provides a map$^5)$ into the Grassmannian of spacelike 3-planes in $\mathbb{R}^6_1$, that is, into the space of circles in $S^4$ (see Figure T.1). Its target space

$$G_+(6, 3) = O_1(6)/K,$$

is a reductive homogeneous space (cf., [209]): The Lie algebra $\mathfrak{o}_1(6)$ of $O_1(6)$ has a symmetric decomposition $\mathfrak{o}_1(6) = \mathfrak{k} \oplus \mathfrak{p}$, where $\mathfrak{k} = \mathfrak{o}(3) \oplus \mathfrak{o}_1(3)$ is the isotropy algebra and $\mathfrak{p}$ is a complementary subspace, so that

$$[\mathfrak{k}, \mathfrak{k}] \subset \mathfrak{k}, \quad [\mathfrak{k}, \mathfrak{p}] \subset \mathfrak{p}, \quad \text{and} \quad [\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{k}. \quad (2.6)$$

2.2.2 Now, by taking $\gamma$ to be the generalized Gauss map of a flat spacelike immersion $f : M^3 \to L^5$ and $F : M^3 \to O_1(6)$ a lift of $\gamma$ with connection form$^6)$ $\Phi = \Phi_\mathfrak{k} + \Phi_\mathfrak{p}$, the Gauss and Ricci equations, (1.2) and (1.4), decompose — since both bundles, $\gamma(M) \to M$ as well as $\gamma^-(M) \to M$, are flat, we have in addition to the Gauss-Ricci and Codazzi equations,$^7)$

$$0 = d\Phi_\mathfrak{k} + \frac{1}{2}[\Phi_\mathfrak{k} \wedge \Phi_\mathfrak{k}] + \frac{1}{2}[\Phi_\mathfrak{p} \wedge \Phi_\mathfrak{p}]$$

$$0 = d\Phi_\mathfrak{p} + [\Phi_\mathfrak{k} \wedge \Phi_\mathfrak{p}], \quad (2.7)$$

the integrability$^8)$ of the form $\Phi_\mathfrak{k}$: $0 = d\Phi_\mathfrak{k} + \frac{1}{2}[\Phi_\mathfrak{k} \wedge \Phi_\mathfrak{k}]$ or, equivalently,

$$0 = [\Phi_\mathfrak{p} \wedge \Phi_\mathfrak{p}]. \quad (2.8)$$

$^5)$ Note that this generalized Gauss map does depend on the lift of an immersion $f : M^3 \to S^4$ into the conformal 4-sphere: It is not a well-defined notion in Möbius geometry.

$^6)$ In our setup from §1.7.4, this symmetric decomposition of $\Phi$ will be decomposition into diagonal and off-diagonal blocks in (1.1).

$^7)$ For the definition of the product $[\Phi \wedge \Phi]$, see Footnote 1.33; note that, by (2.6), the Maurer-Cartan equation splits into a $\mathfrak{k}$-part and a $\mathfrak{p}$-part.

$^8)$ This means that $F$ can be chosen to provide parallel basis fields for both bundles: If $H$ is a solution of $H^{-1}dH = \Phi_\mathfrak{k}$, then the gauge transformation $F \mapsto FH^{-1}$ causes $\Phi_\mathfrak{k} \mapsto 0$ to vanish, that is, the derivatives of sections $F e_i$ of one bundle take values in the other bundle.
This last condition makes the generalized Gauss map \( \gamma \) of our flat light cone immersion qualify as a “curved flat”:

2.2.3 Definition. A map \( \gamma : M^m \to G/K \) into a reductive homogeneous space \( G/K \) is called a curved flat if \([\Phi_p \wedge \Phi_p] = 0\), where \( F : M^m \to G \) is any lift of \( \gamma \) and

\[
F^{-1}dF = \Phi = \Phi_t + \Phi_p : TM \to g = \mathfrak{k} \oplus \mathfrak{p}
\]

is the \( \mathfrak{k} \oplus \mathfrak{p} \)-decomposition of its connection form.

2.2.4 Note that the condition \([\Phi_p \wedge \Phi_p] = 0\) to be a curved flat does not depend on the lift (frame) \( F : M^m \to G \) of \( \gamma : M^m \to G/K \). When computing the effect of a gauge transformation (change of frame) \( F \mapsto FH \) on the connection form \( \Phi = F^{-1}dF \), where \( H : M^m \to K \) a is a map into the isotropy group \( K \), we find

\[
\Phi_t \mapsto \text{Ad}_H \Phi_t + H^{-1}dH \quad \text{and} \quad \Phi_p \mapsto \text{Ad}_H \Phi_p.
\]

Hence, the notion of curved flat is a well-defined notion for maps into the reductive homogeneous space.

2.2.5 Geometrically, the curved flat condition says that \( \Phi_p(T_pM) \) is, at every point \( p \in M \), an abelian subalgebra of \( \mathfrak{p} \). Identifying \( d\gamma \) with \( \Phi_p \) (cf., [44]), this means that, in case the ambient space \( G/K \) is a symmetric space, \( \gamma \) is tangent to a “flat,” that is, to a totally geodesic flat submanifold of the ambient space (see [140]).

Otherwise said, \( \gamma \) is an envelope of a congruence of flats (cf., [112]).

2.2.6 Clearly, by the Gauss equations (1.2), the induced metric of a space-like light cone immersion \( f : M^3 \to L^5 \) is flat as soon as its generalized Gauss map \( \gamma \) is a curved flat (in the space of circles). Together with §2.1.4, this gives us the converse of our above assertion, and we have the following lemma:\(^9\)

2.2.7 Lemma. A light cone representative \( f : M^3 \to L^5 \) of an immersion into the conformal 4-sphere is flat if and only if its generalized Gauss map is a curved flat.

2.2.8 Trying to reconstruct the light cone map \( f : M^3 \to L^5 \) from the associated curved flat \( \gamma \), we encounter a problem: Any parallel isotropic section \( \tilde{f} : M^3 \to L^5 \) of the bundle \( \gamma^\perp(M) \to M \) has \( \gamma \) as its generalized

\(^9\) That, in view of the lemma in §2.1.4, is true in any dimension (cf., [145]); however, here we restrict our attention to the 3-dimensional case \( n = 4 \).
Gauss map. In terms of parallel, pseudo-orthonormal\(^{10}\) basis fields \((S, f, \hat{f})\) of the bundle, we obtain a 2-parameter family

\[
(r, t) \mapsto f_{r,t} := r \cdot \left( \frac{1}{\sqrt{2}} (f - \hat{f}) + \frac{1}{\sqrt{2}} (f + \hat{f}) \cos t + S \sin t \right)
\]

of parallel isotropic sections. Here, the first parameter \(r\) is just (constant) scaling of the section and, as such, geometrically not interesting. Thus, we are left with essentially a circle’s worth of light cone maps that share (if they are immersed) the generalized Gauss map \(\gamma\).

2.2.9 And indeed, in terms of Möbius geometry, a map \(\gamma : M^3 \to G_+ (6, 3)\) into \(G_+ (6, 3)\) can be interpreted as a congruence of circles: At any point, \(\gamma(p)\) is a circle in \(S^4\) (see Figure T.1). Moreover, each circle \(\gamma(p)\) intersects \(f(M)\) in \(f(p)\) orthogonally: When choosing an \(f\)-adapted frame \(F = (S_1, S_2, S_3, S, f, \hat{f})\), any circle \(\gamma(p)\) is the intersection of the spheres \(S_1(p), S_2(p),\) and \(S_3(p)\) that intersect \(S(p)\) orthogonally in \(f(p)\) (and \(\hat{f}(p)\)), as discussed in §1.7.3; but, \(S(p)\) touches \(f(M)\) in \(f(p)\) by the enveloping condition, so that the circle \(\gamma(p)\) intersects \(f(M)\) orthogonally in \(f(p)\).

2.2.10 Moreover, using the above parametrization for the circles, it is an easy exercise to show that, when \(S, f,\) and \(\hat{f}\) are parallel sections of \(\gamma^\perp\), the maps

\[
f_t = \frac{1}{\sqrt{2}} (f - \hat{f}) + \frac{1}{\sqrt{2}} (f + \hat{f}) \cos t + S \sin t
\]

(2.9)

envelope the sphere congruences

\[
S_t = -\frac{1}{\sqrt{2}} (f + \hat{f}) \sin t + S \cos t.
\]

(2.10)

Since all spheres \(S_t(p)\) intersect the circles \(\gamma(p)\) orthogonally in \(f_t(p)\), the maps \(f_t\) represent (if they do not degenerate) hypersurfaces in the conformal 4-sphere that intersect the circles of the congruence \(\gamma\) orthogonally.\(^{11}\)

Hence we have identified the congruence \(\gamma : M^3 \to G_+ (6, 3)\) of circles as a “cyclic system” (cf., [79]):

2.2.11 Definition. A map \(\gamma : M^{n-1} \to G_+ (n+2, n-1)\) into the space of circles in the conformal \(S^n\) is called a cyclic system, or normal congruence of circles, if there is a 1-parameter family of hypersurfaces \(f_t : M^{n-1} \to S^n\) that intersect all circles orthogonally.

\(^{10}\) Remember that the scalar products of parallel sections are constant as soon as the connection on the bundle is compatible with the metric.

\(^{11}\) Note that this is a Möbius geometric generalization of the family of parallel hypersurfaces in the metric geometries.
2.2.12 Thus, given a curved flat $\gamma : M^3 \to G_+(6, 3)$, there is a 1-parameter family of light cone maps\(^{12}\) $f_t : M^3 \to L^5$ that have, if they are immersed, $\gamma$ as their generalized Gauss map and induce a flat metric: This is an immediate consequence of the lemma in §2.2.7.

We summarize our discussions in the following theorem (cf., [39]):

2.2.13 Theorem. Given a conformally flat hypersurface, the generalized Gauss map of any flat light cone lift is a curved flat.

Conversely, any curved flat gives rise to light cone lifts of a 1-parameter family of maps into the conformal 4-sphere; when such a map is immersed\(^{13}\) it is a flat lift of a conformally flat hypersurface in $S^4$ with the curved flat as its generalized Gauss map.

2.2.14 Note that the curved flat that we can associate to a conformally flat hypersurface is only locally defined (as flat light cone lifts usually do only exist locally [199]), and it is not unique. Consequently, the Möbius geometric construction that comes from it also is local and not unique (cf., [145]):

2.2.15 Corollary. Any conformally flat hypersurface is (locally) an orthogonal hypersurface to a cyclic system with all of its orthogonal hypersurfaces being conformally flat; this cyclic system is not unique.

2.2.16 Example. From §2.1.1, we know that (branched) channel hypersurfaces are conformally flat. Thus, suppose $f : M^3 \to L^5$ is a flat lift of a channel hypersurface and $S : M^3 \to S^5_1$ is the enveloped 1-parameter family of spheres — for simplicity, we exclude umbilics on the hypersurface, so that $\text{rk}dS = 1$. Consequently, the corresponding Weingarten tensor $A_S$ has a 2-dimensional kernel, and we may (locally) choose an $f$-adapted frame such that, in the connection form (1.1), $\psi_2 = \psi_3 = 0$. As usual, we analyze the integrability conditions and then interpret the results geometrically:

By the Gauss equations (1.2), $\chi_i = 0$, $i = 1, 2, 3$, and the Ricci equations (1.4) yield $\psi_1 = a\omega_1$ with a nonvanishing function $a \neq 0$, and $d\chi = 0$. Further, $0 = a\omega_1 \wedge \chi$ and $d(a\omega_1) = \chi \wedge \omega_1 = 0$ by the Codazzi equations (1.3). This last assertion gives us the integrability of the distribution $\omega_1 = 0$, that is, locally $a\omega_1 = ds$; moreover, $d\chi = 0$ and $\chi \wedge ds = 0$ tell us that $\chi = db$ with a function $b = b(s)$.\(^{12}\)

\(^{12}\) As for parallel hypersurfaces in the metric geometries, regularity of the $f_t$'s depends on “curvature quantities,” that is, on the quantities arising in the connection form (1.1). However, if $f = f_0$ is regular, then the maps $f_t$ are (locally) regular for small $t$.

\(^{13}\) By using the normal form for $\Phi_p$ given by the Cartan-Moore lemma [197] it can be shown that, under certain regularity conditions on the curved flat, there are always immersions among these maps; cf., [112] and [142], [145].
Since $df = S \cdot \chi$ and $\chi \wedge \omega_1 = 0$, the point map $\hat{f}$ is constant along the foliating 2-sphere (pieces) $\omega_1 = 0$ of the channel hypersurface — just as the enveloped 1-parameter family of $S$ hyperspheres is. Hence, all circles of the normal congruence (given by the curved flat associated to the flat lift $f$) that intersect in a fixed foliating 2-sphere are perpendicular to all spheres of the parabolic pencil given by $S(s)$ and $\hat{f}(s) \in S(s)$. In particular, all circles pass through the fixed point $\hat{f}(s)$. In order to obtain the family $(f_t)_t$ of conformally flat hypersurfaces orthogonal to this cyclic system, we apply a normal gauge transformation

$$S \rightarrow S + b f \quad \text{and} \quad \hat{f} \rightarrow \hat{f} - bS - \frac{1}{2}b^2 f$$

(cf., (1.15): this yields a parallel normal frame for the cyclic system) and use the parametrization (2.9): With $g_t(b) := (1 + \cos t) + b \sin t + \frac{1}{2}b^2(1 - \cos t)$, we obtain

$$f_t = \frac{1}{\sqrt{2}}g_t(b) f + \frac{1}{\sqrt{2}}g'_t(b) S - \frac{1}{\sqrt{2}}g''_t(b) \hat{f}.$$ 

It is then easily checked that $S_t := S - \frac{g'_t(b)}{g_t(b)} \hat{f}$ provides, for each $t$, a 1-parameter family of spheres that, of course, belong to the parabolic pencils spanned by $S$ and $\hat{f}$ and that is enveloped by $f_t$. By the definition of $S_t$ we have $\langle S_t, f_t \rangle = 0$, and the enveloping condition $\langle S'_t, f_t \rangle = 0$ follows with $\langle S, \hat{f}' \rangle = -\langle S', \hat{f} \rangle = b'$ since $g''_t(b) = 2g''_t(b)g_t(b)$, so that $(\frac{g'_t(b)}{g_t(b)})' = -\frac{g''_t(b)}{g'_t(b)}b'$.

Consequently, all of the orthogonal hypersurfaces of our cyclic system are channel hypersurfaces also.

**2.2.17** Finally, we want to see how the conformal metric $C$ that we defined before, in §2.1.11, arises in the curved flat theory.

Supplying the space $G_+(6,3)$ of circles with the Killing metric, it becomes a pseudo-Riemannian symmetric space with $O_1(6)$ acting on $G_+(6,3)$ by isometries. The Killing metric on $G_+(6,3) = \frac{O_1(6)}{O(3) \times O_1(3)}$ is just a multiple of the trace form $\pi \times \pi \ni (X,Y) \mapsto \text{tr}XY \in \mathbb{R}$ (see [140]); hence the metric induced by $\gamma$ becomes a multiple of $\text{tr} \Phi^2_p$.

Now, let $\gamma$ be the generalized Gauss map of a flat light cone lift of a conformally flat hypersurface in $S^4$. Assuming that the lift $F$ of $\gamma$ is an $f$-adapted frame for the flat light cone map $f : M^3 \rightarrow L^5$ such that the Weingarten tensor field $A_S$ with respect to $S = Fe_4$ is diagonal, $\psi_i = a_i \omega_i$ (cf., §1.7.7), we saw in (2.1) that $\chi_i = -b_i \omega_i$ with $b_i + b_j = a_i a_j$. Thus we recover a multiple of our conformal metric from §2.1.11:

$$\frac{1}{2} \text{tr} \Phi^2_p = \sum_i (2b_i - a_i^2) \omega_i^2 = C.$$
2.3 The conformal fundamental forms

Next we want to analyze the condition (2.3), on the Cartan tensor $B$, for conformal flatness further. We are interested in “generic hypersurfaces” of the conformal 4-sphere, that is, hypersurfaces with three distinct principal curvatures — if two principal curvatures coincide, then the hypersurface is a channel hypersurface (cf., §1.8.17f) that we already detected to be conformally flat in §2.1.1. Thus we will restrict our attention to the case where the Weingarten operator of any lift $f : M^3 \to L^5$ of a hypersurface with respect to a (any) enveloped sphere congruence $S : M^3 \to S^5_1$ has three distinct eigenvalues.

2.3.1 Let $F : M^3 \to O_1(6)$ denote an $f$-adapted frame for a strip $(f, S)$, where $f$ is generic. Then, we can (locally) choose the frame to diagonalize the Weingarten tensor field $A_S$ of $f$ with respect to $S$, that is, $\psi_i = a_i \omega_i$. Thus, with the dual vector fields $v_i$ of the $\omega_i$, the Weingarten and Cartan tensors take the forms

$$A_S = \sum_i v_i a_i \omega_i \quad \text{and} \quad B = \sum_i v_i b_i \omega_i,$$

where, as in §2.1.8, we have $2b_i = a_i a_j + a_i a_k - a_j a_k$ for pairwise distinct indices $i, j, k$ and the $a_i$’s are the eigenvalues of the Weingarten tensor $A_S$.

2.3.2 Now the second equation in (2.3) detecting conformal flatness reads

$$0 = d(b_i \omega_i) + \sum_j \omega_{ij} \wedge (b_j \omega_j) - a_i [d(a_i \omega_i) + \sum_j \omega_{ij} \wedge (a_j \omega_j)]$$

$$= (db_i - a_i da_i) \wedge \omega_i + \sum_i (-2b_i + a_i^2 + b_i + b_j - a_i a_j) \omega_{ij} \wedge \omega_j$$

$$= \sqrt{2b_i - a_i^2} \cdot d(\sqrt{2b_i - a_i^2} \omega_i), \tag{2.11}$$

where the second equality relies on the second of the Codazzi equations (1.3) and the last equality uses (2.2) in addition.

Hence, we have proved the following:

2.3.3 Lemma and Definition. A generic hypersurface $f : M^3 \to S^4$ is conformally flat if and only if the 1-forms\(^{14}\)

$$\gamma_i := \sqrt{2b_i - a_i^2} \omega_i = \begin{cases} \sqrt{(a_3 - a_1)} \sqrt{(a_1 - a_2)} \omega_1 \\ \sqrt{(a_1 - a_2)} \sqrt{(a_2 - a_3)} \omega_2 \\ \sqrt{(a_2 - a_3)} \sqrt{(a_3 - a_1)} \omega_3 \end{cases} \tag{2.12}$$

are closed.

We call the forms $\gamma_i$ the “conformal fundamental forms” of the hypersurface.

\(^{14}\) There is always a choice of signs for the roots that makes the second equality hold; see the following paragraph.
2.3.4 These conformal fundamental forms are, up to sign, well-defined geometric objects: For example, because we have $\sum_{i} \gamma_{i}^{2} = I(.,(2B - A_{S}^{2})).$, they can be described as the dual forms of the principal vector fields $v_{i}$ on $M$ that are normalized to be unit vector fields with respect to the conformal metric $C$ of $f$ (see §2.1.11).

Clearly, if two principal curvatures of $f$ coincide, then two of the conformal fundamental forms vanish; on the other hand, if $f$ is generic, then the conformal fundamental forms do not vanish and the conformal metric is nondegenerate.

However, note that (independent of the order of the $a_{i}$) only one of the conformal fundamental forms, say $\gamma_{2}$, is real-valued, whereas the other two are imaginary, $\gamma_{3}, \gamma_{1} : TM \to i\mathbb{R}$. Hence the conformal metric $C$ of a generic hypersurface $f : M^{3} \to S^{4}$ has the signature $(+ - -)$.

2.3.5 Our conformal fundamental forms are a variant of Wang’s invariant differential forms $\theta_{i}$ [296]: Introducing the functions $l_{i}$ by $\omega_{i} = l_{i}\gamma_{i}$, we have

$$\theta_{1} = -\frac{l_{2}}{l_{3}}\gamma_{1}, \quad \theta_{2} = -\frac{l_{3}}{l_{1}}\gamma_{2}, \quad \text{and} \quad \theta_{3} = -\frac{l_{1}}{l_{2}}\gamma_{3}. $$

Since two of the forms $\gamma_{i}$ take values in the imaginary complex numbers so do two of the functions $l_{i}$; as a consequence, the forms $\theta_{i}$ are real-valued.

An easy computation yields $l_{1}^{2}\hat{S}_{1} + l_{2}^{2}\hat{S}_{2} + l_{3}^{2}\hat{S}_{3} = 0$, where $\hat{S}_{i} = S + a_{i}f$ denotes the curvature spheres of $f$ (cf., §1.7.10). Multiplication with $-\frac{1}{l_{3}}$ then gives

$$W\hat{S}_{1} + (1 - W)\hat{S}_{2} - \hat{S}_{3} = 0, \quad \text{where} \quad W := -\frac{l_{2}^{2}}{l_{3}^{2}} = \frac{a_{2} - a_{3}}{a_{2} - a_{1}}$$

denotes Wang’s “Möbius curvature” — which is conformally invariant up to rearranging indices. Note that the ratios of the functions $l_{i}$ are invariant, whereas the functions themselves are not. In his paper [296], Wang gives a fundamental theorem: The invariants $W$ and $\theta_{i}$, $i = 1, 2, 3$, form a complete set of invariants, that is, they determine a 3-dimensional generic hypersurface uniquely up to a Möbius transformation.\(^{15}\)

2.3.6 However, we are interested in a weaker version of such a fundamental theorem — restricting attention to conformally flat hypersurfaces (cf., [143]).

First, we want to determine how far a flat light cone lift $f : M^{3} \to L^{5}$ of a generic conformally flat hypersurface is determined by its conformal fundamental forms and the functions\(^{16}\) $l_{i}$ or, equivalently, by its induced

\(^{15}\) In fact, he also formulates an existence theorem: Given $W$ and $\theta_{i}$, $i = 1, 2, 3$, that satisfy certain equations, there exists a generic hypersurface with these invariants.

\(^{16}\) Note that the Möbius curvature $W$ determines the functions $l_{i}$ up to a common factor, that is, it determines a conformal class of metrics for $f$. 
metric $I = \sum_i l_i^2 \gamma_i^2$. To do so, we will study how unique the connection form $\Phi$ of an $f$-adapted frame in terms of principal directions is, using the integrability conditions.

Then, we will extract the remaining integrability conditions in terms of the functions $l_i$. This will provide us with necessary and sufficient conditions on a set of (closed) forms $\gamma_i$ and a set of functions $l_i$, defined on some manifold $M^3$, to (locally) define a flat light cone immersion $f : M^3 \to L^5$ with the $\gamma_i$’s as conformal fundamental forms and $\sum_i l_i^2 \gamma_i^2$ as its induced metric.

Later, in the next section, we will then use these more technical results to formulate a fundamental-like theorem for generic conformally flat hypersurfaces in the conformal 4-sphere.

2.3.7 Thus, let $\Phi : TM^3 \to o_1(6)$ be the connection form of an $f$-adapted frame $F : M^3 \to O_1(6)$ for a given flat light cone lift $f : M^3 \to L^5$ of a conformally flat hypersurface with conformal fundamental forms $\gamma_i$. In order to make the frame $F$ unique, we require the sphere congruence $S = Fe_4$ to be the central sphere congruence of $f$, that is, we require $\text{tr}A_S = 0$. Moreover, because we restrict our attention to generic hypersurfaces, we may assume that $F$ is a principal frame for $f$, so that the $S_i = Fe_i$, $i = 1, 2, 3$, yield principal directions for the strip $(f, S)$, that is, $A_S$ is diagonal: $\psi_i = a_i \omega_i$ with the “principal curvatures” $a_i$ of $f$ with respect to $S$. Let $l_i$, $i = 1, 2, 3$, be functions with $\omega_i = l_i \gamma_i$.

Since the $\gamma_i$’s ought to be the conformal fundamental forms of our con-formally flat hypersurface, we have to have (2.12), which gives us

$$a_1 - a_2 = \frac{l_3}{l_1 l_2}, \quad a_2 - a_3 = \frac{l_1}{l_2 l_3}, \quad \text{and} \quad a_3 - a_1 = \frac{l_2}{l_3 l_1}. \quad (2.13)$$

This determines\(^{17}\) the $a_i$ up to an additive function $a$. Investing the assumption that $S$ be the central sphere congruence of $f$, $a_1 + a_2 + a_3 = 0$, we obtain:

$$a_1 = \frac{1}{3}(\frac{l_3}{l_1 l_2} - \frac{l_2}{l_3 l_1}), \quad a_2 = \frac{1}{3}(\frac{l_1}{l_2 l_3} - \frac{l_3}{l_1 l_2}), \quad a_3 = \frac{1}{3}(\frac{l_2}{l_3 l_1} - \frac{l_1}{l_2 l_3}). \quad (2.14)$$

Flatness of the induced metric then allows us to uniquely determine the forms $\chi_i$: As in (2.1), the Gauss equation (1.2) yields

$$\chi_i = -b_i \omega_i \quad \text{with} \quad b_i = \frac{1}{2}(a_i a_j + a_i a_k - a_j a_k), \quad (2.15)$$

where $i, j, k$ are pairwise distinct indices. Using the fact that the conformal fundamental forms are closed, $d\gamma_i = 0$, the components $\omega_{ij}$ of the covariant

\(^{17}\) Here, we want to disregard the sign ambiguity of the conformal fundamental forms $\gamma_i$; this effects the sign of the $l_i$ and, consequently, the simultaneous sign of the $a_i$. 
derivative can be determined from the second of the Codazzi equations (1.3), for the \( \omega_i = l_i \gamma_i \). We find

\[
\omega_{ij} = k_{ij} \omega_j - k_{ji} \omega_i \quad \text{with} \quad k_{ij} = -\partial_i l_j,
\]

(2.16)

where \( \partial_i \) denotes the directional derivatives, \( \partial_i u = du(v_i) \), with the dual vector fields \( v_i \) of the \( \omega_i \) when \( u \) denotes some function. Then the Codazzi equations for the \( \psi_i = a_i \omega_i \) read

\[
\chi \wedge \omega_i = d(a_i \omega_i) + \sum_j \omega_{ij} \wedge (a_j \omega_j) = [da_i - \sum_j k_{ji}(a_i - a_j) \omega_j] \wedge \omega_i;
\]

(2.17)

this (over)determines the form \( \chi \): By writing \( \chi \) in terms of the basis forms \( \omega_i \), we obtain two equations for each coefficient.

To summarize, we formulate the following:

2.3.8 Lemma. A flat light cone representative of a generic conformally flat hypersurface is uniquely determined (up to Lorentz transformation) by the conformal fundamental forms and the function triplet \((l_1, l_2, l_3)\) that relates the conformal metric \( C \) to the (flat) induced metric \( I \).

In particular, the corresponding generic conformally flat hypersurface is determined up to Möbius transformation.

2.3.9 Now we turn to the converse: Suppose we are given three closed, linearly independent forms \( \gamma_i, i = 1, 2, 3 \), two of which take values in \( i\mathbb{R} \) and the remaining takes values in \( \mathbb{R} \), along with three functions \( l_i \), so that:

(i) the three forms \( \omega_i := l_i \gamma_i \) are real-valued,
(ii) \( \sum_i l_i^2 = 0 \), and
(iii) the metric \( I := \sum_i \omega_i^2 \) is flat.

The problem is to determine a flat light cone lift, with induced metric \( I \), of a generic conformally flat hypersurface such that the \( \gamma_i \)'s are its conformal fundamental forms.

The idea is to define the connection form \( \Phi \) of the previously discussed \( f \)-adapted frame \( F \) and to determine conditions on the \( l_i \)'s and, possibly, the forms \( \gamma_i \) that ensure that \( \Phi \) is integrable. Thus, let the components (cf., (1.1)) of \( \Phi \) be defined by the above equations (2.14), (2.15), and (2.16), and let \( \chi \) be defined through (2.17). However, for the definition of \( \chi \), we have to check that the two equations for each coefficient are compatible, that is,

\[
\begin{align*}
\chi(v_1) : & \quad \partial_1 a_2 - k_{12}(a_2 - a_1) = \partial_1 a_3 - k_{13}(a_3 - a_1), \\
\chi(v_2) : & \quad \partial_2 a_3 - k_{23}(a_3 - a_2) = \partial_2 a_1 - k_{21}(a_1 - a_2), \\
\chi(v_3) : & \quad \partial_3 a_1 - k_{31}(a_1 - a_3) = \partial_3 a_2 - k_{32}(a_2 - a_3).
\end{align*}
\]

(2.18)

But, using (2.13) — which follows from (2.14) — the set of three equations is shown to be equivalent to \( \frac{1}{l_1 l_2 l_3}(l_1 dl_1 + l_2 dl_2 + l_3 dl_3) = 0 \), which holds since \( \sum_i l_i^2 \equiv 0 \). Hence \( \chi \) can consistently be defined by (2.17).
Now we check the integrability conditions:

- The Codazzi equations (1.3) for $\omega_i$ hold by definition (2.16) of the forms $\omega_{ij}$ to provide the components of the Levi-Civita connection of $I$.

- The Codazzi equations for $\psi_i$ hold by the definition of $\chi$, as we just discussed.

- The Codazzi equations for $\chi_i$ reduce, by the computation (2.11) (which uses the definition of the $\chi_i$ and the Codazzi equations for the $\omega_i$), to the Codazzi equations for the $\psi_i$ together with $d\gamma_i = 0$.

- The Gauss equation (1.2) holds, on one hand because of the definition of the $\chi_i$ and, on the other hand since we required the metric $I = \sum_i \omega_i^2$ to be flat, $\varrho_{ij} = 0$ (cf., §1.7.7: note that the forms $\omega_{ij}$ do indeed provide the components of the Levi-Civita connection of $I$ by their definition18).

- The Ricci equations (1.4) hold as soon as $d\chi = 0$: This will be a straightforward computation — after some preparation:

2.3.10 First, we will need the Lie brackets of the dual vector fields $v_i$ of the basis forms $\omega_i$: $\omega_k([v_i, v_j]) = -d\omega_k(v_i, v_j) = k_{ik} \omega_k(v_j) - k_{jk} \omega_k(v_i)$ by (1.3), so that we obtain

$$[v_i, v_j] = k_{ij} v_j - k_{ji} v_i. \quad (2.19)$$

As in §2.1.4, we will also use the flatness of the induced metric. To make this fact accessible to us, we compute $0 = \varrho_{ij} = d\omega_{ij} + \omega_{ik} \wedge \omega_{kj}$ for pairwise distinct indices $i, j, k$ (cf., §1.7.7). This yields Lamé’s equations (cf., [248]):

$$\begin{align*}
\partial_3 k_{12} &= k_{32}(k_{12} - k_{13}), & \partial_3 k_{21} &= k_{31}(k_{21} - k_{23}), \\
\partial_1 k_{23} &= k_{13}(k_{23} - k_{21}), & \partial_1 k_{32} &= k_{12}(k_{32} - k_{31}), \\
\partial_2 k_{31} &= k_{21}(k_{31} - k_{32}), & \partial_2 k_{13} &= k_{23}(k_{13} - k_{12}),
\end{align*} \quad (2.20)$$

2.3.11 Another formula that will prove to be useful is obtained by using $\sum_j l_j^2 = 0$: For pairwise distinct indices $i, j, k$, we derive

$$d\left(\frac{l_i}{l_j l_k}\right) = \frac{l_i}{l_i l_k} \frac{dl_k}{l_j} + \frac{l_k}{l_i l_j} \frac{dl_j}{l_j}. \quad (2.21)$$

18) Defining a connection by $\nabla v_i = -\Sigma_j \omega_{ij} v_j$, the skew-symmetry $\omega_{ij} + \omega_{ji} = 0$ provides compatibility with the metric, and the Codazzi equations (1.3) for the $\omega_i$ yield that the connection is torsion-free; compare the following paragraph.
Given three closed, linearly independent forms $\gamma_i$, one with values in $\mathbb{R}$ and two with values in $i\mathbb{R}$, and three functions $l_i$ such that

$$\omega_i := l_i\gamma_i : TM \to \mathbb{R}, \quad \sum_{j=1}^{3} l_j^2 = 0, \quad \text{and} \quad I := \sum_{j=1}^{3} l_j^2 \gamma_j^2 \text{ is flat},$$

there exists a flat light cone lift, with induced metric $I$, of a generic conformally flat hypersurface such that the $\gamma_i$’s are its conformal fundamental forms.

2.3.13 Before turning to a geometric application of the two lemmas that we just proved, let us mention another observation, which links the conformal fundamental forms §2.3.3 to the geometry of a hypersurface: The six distributions $\gamma_i \pm \gamma_j = 0$ are exactly Cartan’s “umbilic distributions” (see [61]). Namely, for example, for $i = 1$ and $j = 2$, let

$$v := v_3 \quad \text{and} \quad w := i(\sqrt{a_2-a_3}v_1 + \sqrt{a_3-a_1}v_2),$$

where, as before, the $v_i$’s denote the dual basis fields of the $\omega_i$, that is, the $v_i$’s are principal basis fields that are orthonormal with respect to the induced metric $I$ of $f : M^3 \to \mathbb{L}^5$. A straightforward computation shows that $v$ and $w$ form orthonormal (with respect to $I$) basis fields for the distribution $\gamma_1 \pm \gamma_2 = 0$ and that\(^{19}\) $\Pi_{S}(v, v) = \Pi_{S}(w, w) = a_3$. Hence, the

---

\(^{19}\) Here $\Pi_{S} = -\langle dS, df \rangle$ denotes the (real-valued) second fundamental form of $f$ with respect to $S$ as a unit normal field (cf., §1.7.7).
planes $\gamma_1 \pm \gamma_2 = 0$ intersect the Dupin indicatrix (curvature ellipsoid) of $f$ (with respect to $S$) in circles.

2.3.14 Consequently, from the lemma in §2.3.3, half of Cartan’s characterization of 3-dimensional conformally flat hypersurfaces [61] follows: If a generic hypersurface is conformally flat, then the six umbilic distributions are integrable.

To see the converse, first note that the integrability of the umbilic distributions implies the integrability of the distributions $\gamma_i = 0$: If

$$0 = d(\gamma_i \pm \gamma_j) \wedge (\gamma_i \pm \gamma_j) = (d\gamma_i \wedge \gamma_i + d\gamma_j \wedge \gamma_j) \pm (d\gamma_i \wedge \gamma_j + d\gamma_j \wedge \gamma_i)$$

for $i \neq j$, then $d\gamma_i \wedge \gamma_i = 0$ for $i = 1, 2, 3$. Thus $d\gamma_i \wedge \gamma_j + d\gamma_j \wedge \gamma_i = 0$ for any choice of indices $i, j \in \{1, 2, 3\}$. By employing the Codazzi equations (1.3) for the forms $\omega_i = l_i \gamma_i$, we have $l_i d\gamma_i = -\frac{d\gamma_i}{l_i} \wedge \omega_i - \sum_j \omega_{ij} \wedge \omega_j$. When writing the $\omega_{ij}$’s in terms of the basis forms $\omega_i$, $\omega_{ij} = k_{ij} \omega_j - k_{ji} \omega_i + s_{ij} \omega_k$ with $k \neq i, j$, we obtain

$$l_1 d\gamma_1 = (s_{12} - s_{13}) \omega_2 \wedge \omega_3 - (\frac{\partial l_1}{l_1} + k_{31}) \omega_3 \wedge \omega_1 + (\frac{\partial l_1}{l_1} + k_{21}) \omega_1 \wedge \omega_2,$$

$$l_2 d\gamma_2 = (\frac{\partial l_2}{l_2} + k_{32}) \omega_2 \wedge \omega_3 + (s_{23} - s_{21}) \omega_3 \wedge \omega_1 - (\frac{\partial l_2}{l_2} + k_{12}) \omega_1 \wedge \omega_2,$$

$$l_3 d\gamma_3 = -(\frac{\partial l_3}{l_3} + k_{23}) \omega_2 \wedge \omega_3 + (\frac{\partial l_3}{l_3} + k_{13}) \omega_3 \wedge \omega_1 + (s_{31} - s_{32}) \omega_1 \wedge \omega_2.$$

Now $d\gamma_i \wedge \gamma_i = 0$ implies $s_{12} = s_{13} = -s_{31} = -s_{32} = s_{23} = s_{21} = -s_{12}$ and, consequently, $s_{ij} = 0$. From $d\gamma_i \wedge \gamma_j + d\gamma_j \wedge \gamma_i = 0$ we then deduce three equations:

$$\frac{\partial l_2}{l_2} + k_{12} = \frac{\partial l_3}{l_3} + k_{13}, \quad \frac{\partial l_3}{l_3} + k_{23} = \frac{\partial l_1}{l_1} + k_{21}, \quad \frac{\partial l_1}{l_1} + k_{31} = \frac{\partial l_2}{l_2} + k_{32}.$$ 

On the other hand, the Codazzi equations for the $\psi_i$, written in the form (2.17), give us the three equations (2.18). Expressing the differences of the $a_i$ in terms of the functions $l_i$ (see (2.13)) and using (2.21), those become

$$0 = l_1 \frac{l_2}{l_2} (\frac{\partial l_2}{l_2} + k_{12}) + l_2 \frac{l_3}{l_3} (\frac{\partial l_3}{l_3} + k_{13}),$$

$$0 = l_1 \frac{l_1}{l_2} (\frac{\partial l_3}{l_3} + k_{23}) + l_1 \frac{l_2}{l_2} (\frac{\partial l_1}{l_1} + k_{21}),$$

$$0 = l_2 \frac{l_3}{l_3} (\frac{\partial l_1}{l_1} + k_{31}) + l_1 \frac{l_2}{l_2} (\frac{\partial l_2}{l_2} + k_{32}),$$

which finally yield, together with the previous set of equations, $k_{ij} = -\frac{\partial l_i}{l_j}$, since $\frac{l_2}{l_3} l_1 + \frac{l_3}{l_1} l_2 = -\frac{l_1}{l_2} l_3 \neq 0$, and so on. Consequently, $d\gamma_i = 0$ and the hypersurface is conformally flat, according to our lemma in §2.3.3:

2.3.15 Theorem (Cartan). A generic hypersurface in $S^4$ is conformally flat if and only if its six umbilic distributions are integrable.
2.4 Guichard nets

By §2.3.3, the conformal fundamental forms of a conformally flat hypersurface \( f : M^3 \to S^4 \) in the conformal 4-sphere are closed. Hence they can locally be integrated to obtain a coordinate system

\[
x = (x_1, x_2, x_3) : M^3 \supset U \to \mathbb{R}^3_2, \quad dx_i = \gamma_i,
\]

in case \( f \) is generic since, in that case, the conformal fundamental forms are linearly independent. Here we identify \( \mathbb{R}^3_2 \simeq \mathbb{R} \times i\mathbb{R} \times i\mathbb{R} \). This is the starting observation that will lead to the announced “fundamental-like” theorem.

2.4.1 On the other hand, because \( f \) is conformally flat, there exist local conformal coordinates \( y : M^3 \supset V \to \mathbb{R}^3 \) with respect to the induced conformal structure, by §P.4.3. Then the map \( x \circ y^{-1} : \mathbb{R}^3 \supset y(V \cap U) \to \mathbb{R}^3_2 \) defines a “triply orthogonal system” of surfaces in \( \mathbb{R}^3 \): Since, by construction, \((x_1, x_2, x_3)\) are curvature line coordinates, any coordinate surfaces from different families, \( x_i = \text{const} \) and \( x_j = \text{const} \) with \( i \neq j \), intersect orthogonally.

Thus the triply orthogonal system \( x \circ y^{-1} : \mathbb{R}^3 \supset y(V) \to \mathbb{R}^3_2 \) is unique up to Möbius transformation. In order to simplify notations we will, in what follows, assume \( V = U = M^3 \subset \mathbb{R}^3 \) and \( y = \text{id} \). In this way \( x : U \to \mathbb{R}^3_2 \) itself defines the triply orthogonal system under investigation.

2.4.2 Choosing different conformal coordinates \( \tilde{y} \), the transition map \( \tilde{y} \circ y^{-1} \) yields a conformal map between open sets in \( \mathbb{R}^3 \). Hence it is the restriction of a Möbius transformation of \( S^3 \simeq \mathbb{R}^3 \cup \{\infty\} \) by Liouville’s theorem (see §1.5.4). On the other hand, any Möbius transformation \( \mu \in \text{Mob}(3) \) (that does not map an image point of \( y \to \infty \)) gives rise to a choice of conformal coordinates \( \tilde{y} = \mu \circ y \).

Thus the triply orthogonal system \( x \circ y^{-1} : \mathbb{R}^3 \supset y(V) \to \mathbb{R}^3_2 \) itself defines the triply orthogonal system under investigation.

2.4.3 Clearly, the Gaussian basis fields \( \frac{\partial}{\partial x_i} \) of \( x \) are orthogonal, and their lengths \( l_i, l_i^2 = I(\frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_i}) \), where \( I \) denotes the Euclidean metric \( U \), are well-defined functions up to sign: Since two of the coordinate functions \( x_i \) are imaginary, two of the functions \( l_i \) are also, along with their corresponding Gaussian basis fields \( \frac{\partial}{\partial x_i} \) that live in the complexified tangent bundle.

Introducing the orthonormal vector fields \( v_i := \frac{1}{l_i} \frac{\partial}{\partial x_i} \), along with their dual forms given by \( \omega_i = I(v_i, \cdot) = l_idx_i \), that is, \( I = \sum_i \omega_i^2 \), we are back to the picture of a flat light cone lift of a conformally flat hypersurface in \( S^4 \), intrinsically. In particular, the “Lamé functions” \( l_i \) of the triply orthogonal system \( x \) satisfy \( \sum_i l_i^2 = 0 \) because they relate a (flat) representative \( I \) of the induced conformal structure to the induced conformal
metric $C$ (cf., §2.1.11). Thus we have identified the triply orthogonal system $x : \mathbb{R}^3 \supset U \to \mathbb{R}^3_2$ as a Guichard net\(^{20}\).

**2.4.4 Definition.** A triply orthogonal system $x : \mathbb{R}^3 \supset U \to \mathbb{R}^3_2$ will be called a Guichard net if its Lamé functions $l_i$, which are uniquely defined up to sign by $I = \sum l_i^2 dx_i^2$, satisfy $\sum l_i^2 = 0$.

**2.4.5** Note that the Guichard condition $\sum l_i^2 = 0$ is invariant under conformal (Möbius) transformations of the ambient $\mathbb{R}^3 \cup \{ \infty \}$ or, more general, under conformal changes $I \to e^{2u} I$ of the ambient space’s metric $I$.

If we consider a triply orthogonal system $x : \mathbb{R}^3 \to \mathbb{R}^3$ given by real coordinate functions, then the Guichard condition reads $l_1^2 + l_2^2 = l_3^2$, after suitable choice of indices. On occasion, we will prefer to give Guichard nets a “real” treatment, as, for example, in one of the examples below.

Merging this terminology with our lemmas in §2.3.8 and §2.3.12 in the previous section, we obtain the announced fundamental-like theorem:

**2.4.6 Theorem.** Any generic conformally flat hypersurface $f : M^3 \to S^4$ in the conformal 4-sphere gives rise to a Guichard net $x : \mathbb{R}^3 \supset U \to \mathbb{R}^3_2$; this Guichard net is unique up to Möbius transformation.

Conversely, given a Guichard net $x : U \to \mathbb{R}^3_2$, there exists locally a generic conformally flat hypersurface in $S^4$ with conformal fundamental forms $\gamma_i = dx_i$; this conformally flat hypersurface is unique up to Möbius transformation.

**2.4.7** As an application of this 1-to-1 correspondence between (Möbius equivalence classes of) generic conformally flat hypersurfaces in $S^4$ and (Möbius equivalence classes of) Guichard nets, we want to study how the geometry of the Guichard net is related to the geometry of the conformally flat hypersurface, in a special case.

For this purpose, we first analyze the extrinsic geometry of the coordinate surfaces $x_i = \text{const}$ of our Guichard net: Clearly, $v_i = \frac{1}{l_i} \frac{\partial}{\partial x_i}$ yields a unit normal field for the surfaces $x_i = \text{const}$. To determine the curvatures of these coordinate surfaces, we compute its derivative $\nabla v_j v_i$ in a tangential direction $v_j$, $j \neq i$. From Koszul’s formula,

$$2I(\nabla \frac{\partial}{\partial x_j}, \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_k}) = \frac{\partial}{\partial x_i} I(\frac{\partial}{\partial x_j}, \frac{\partial}{\partial x_k}) + \frac{\partial}{\partial x_j} I(\frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_k}) - \frac{\partial}{\partial x_k} I(\frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_j})$$

we deduce

$$\nabla \frac{\partial}{\partial x_j} \frac{\partial}{\partial x_i} = \frac{1}{l_j} \frac{\partial l_i}{\partial x_i} \frac{\partial}{\partial x_j} + \frac{1}{l_i} \frac{\partial l_j}{\partial x_j} \frac{\partial}{\partial x_i}, \text{ or } \nabla v_j v_i = -k_{ij} v_j,$$

\(^{20}\) These Guichard nets were (first?) considered by Guichard in [136], where he also derived a relation with 3-dimensional submanifolds in a 6-dimensional space, in particular, with 3-dimensional submanifolds of a light cone.
Thus, the above statement about $k_{ij}$ is the principal curvature of a surface $x_i = \text{const}$ in the (principal) direction $v_j$. Note that we did not use the Guichard property; thus, as a by-product, we have just proved Dupin’s theorem (see [248]):

### 2.4.8 Theorem (Dupin).

Any two surfaces of a triply orthogonal system that are from different families intersect along curvature lines.

### 2.4.9 Also note that we did not use flatness of the metric $I = \sum_i l_i^2 dx_i^2$.

Thus, the above statement about $k_{ij}$ being the principal curvature of a coordinate surfaces $x_i = \text{const}$ in the principal direction $v_j$ stays true for any conformally equivalent metric $\tilde{I} = e^{2u} I$ with

$$
\tilde{k}_{ij} = -\frac{1}{l_i l_j} \frac{\partial}{\partial x_i} \tilde{l}_j = -e^{-u} \frac{1}{l_i l_j} \frac{\partial}{\partial x_i} (l_j + u).
$$

For later reference, we formulate this fact as a lemma, while also collecting a previous result on detecting flatness of the metric $I$:

### 2.4.10 Lemma.

Given a triply orthogonal system $x : \mathbb{R}^3 \supset U \to \mathbb{R}^3$ with Lamé functions $l_i$, where $I = \sum_i l_i^2 dx_i^2$ is any metric that is conformally equivalent to the Euclidean metric on $U$, $k_{ij} = -\frac{1}{l_i l_j} \frac{\partial}{\partial x_i} l_j$ is the principal curvature of a surface $x_i = \text{const}$ in the principal direction $v_j = \frac{1}{l_j} \frac{\partial}{\partial x_j}$.

The metric $I$ is flat if and only if the $k_{ij}$’s satisfy Lamé’s equations (2.20), or the following equivalent version of the Lamé equations:

$$
\frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} l_3 = \frac{1}{l_3} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} l_1 + \frac{1}{l_1} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} l_2 + \frac{1}{l_2} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} l_3,
$$

$$
0 = \frac{\partial}{\partial x_2} \left( \frac{1}{l_2} \frac{\partial}{\partial x_2} l_1 \right) + \frac{\partial}{\partial x_1} \left( \frac{1}{l_1} \frac{\partial}{\partial x_2} l_2 \right) + \frac{1}{l_2} \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_2} l_3,
$$

$$
0 = \frac{\partial}{\partial x_3} \left( \frac{1}{l_3} \frac{\partial}{\partial x_3} l_1 \right) + \frac{\partial}{\partial x_1} \left( \frac{1}{l_1} \frac{\partial}{\partial x_3} l_2 \right) + \frac{1}{l_3} \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_3} l_3,
$$

$$
0 = \frac{\partial}{\partial x_1} \left( \frac{1}{l_1} \frac{\partial}{\partial x_1} l_1 \right) + \frac{\partial}{\partial x_2} \left( \frac{1}{l_2} \frac{\partial}{\partial x_1} l_2 \right) + \frac{1}{l_1} \frac{\partial}{\partial x_2} \frac{\partial}{\partial x_1} l_3.
$$

### 2.4.11 Proof.

The only thing left is to check the second statement: For $i \neq j \neq k$ we have $\omega_{ij} = I(v_i, \nabla v_k v_j) = -k_{ij} \delta_{ik}$; hence $\omega_{ij} = k_{ij} \omega_j - k_{ji} \omega_i$. This implies that the computation that provided (2.20) applies to give a flatness criterion.

Using $\partial_i = \frac{1}{l_i} \frac{\partial}{\partial x_i}$ and $k_{ij} = -\frac{\partial l_j}{l_j}$, it is a lengthy but straightforward calculation to show the equivalence of (2.20) and (2.22) (cf., [248]).

### 2.4.12 Example.

Now, we want to turn to some special (generic) conformally flat hypersurfaces, the conformally flat “conformal product hypersurfaces.” By §P.5.8, a 3-dimensional product manifold $(M \times I, g + ds^2)$
is conformally flat if and only if the 2-dimensional part \((M, g)\) has constant Gauss curvature \(K\). Using this fact, we can construct three types of conformally flat hypersurfaces in (part of) the conformal 4-sphere:

(i) If \(f : M^2 \to \mathbb{R}^3\) is a surface of constant Gauss curvature \(K\), then the cylinder

\[ M^2 \times \mathbb{R} \ni (p, s) \mapsto (s, f(p)) \in \mathbb{R} \times \mathbb{R}^3 = \mathbb{R}^4 \]

over \(f(M^2)\) defines a conformally flat hypersurface.

(ii) If \(f : M^2 \to S^3 \subset \mathbb{R}^4\) is a surface of constant Gauss curvature \(K\), then

\[ M^2 \times \mathbb{R} \ni (p, s) \mapsto e^s f(p) \in \mathbb{R} \times S^3 = (\mathbb{R}^4 \setminus \{0\}, \frac{dy^2}{|y|^2}) \]

defines a conformally flat hypersurface. The metric induced from \(\mathbb{R} \times S^3\) is easily seen to be the product metric \(df^2 + ds^2\). Note that the metric of \(\mathbb{R} \times S^3\) is conformally equivalent to the Euclidean metric on \(\mathbb{R}^4\); hence \(\mathbb{R} \times S^3\) can be considered as part of the conformal 4-sphere.

(iii) If \(f : M^2 \to H^3 = \{(y_1, y_2, y_3) \mid y_1 > 0, \frac{1}{y_3} (dy_1^2 + dy_2^2 + dy_3^2)\} \) is a surface of constant Gauss curvature \(K\) in hyperbolic 3-space, thought of as a surface in the Poincaré half-space model (cf., §P.1.3), then

\[ M^2 \times S^1 \to S^1 \times H^3 = (\mathbb{R}^4 \setminus \{y_0 = y_1 = 0\}, \frac{1}{y_0^2 + y_1^2} \sum_i dy_i^2) \]

\[(p, s) \mapsto (f_1(p) \cdot \sin s, f_1(p) \cdot \cos s, f_2(p), f_3(p))\]

again defines a conformally flat hypersurface as a computation of the metric \(f_1^{-2}(df_1^2 + df_2^2 + df_3^2) + ds^2\) induced from the ambient \(S^1 \times H^3\) shows. Note that, again, the metric of \(S^1 \times H^3\) is conformally equivalent to the Euclidean metric on \(\mathbb{R}^4\), so that the hypersurface’s ambient space can be considered part of the conformal 4-sphere.

Because all of these hypersurfaces have an extrinsic product structure, their principal directions are the principal directions \(v_1\) and \(v_2\) of the 2-dimensional part together with \(v_3 = \frac{\partial}{\partial s}\); and, since the induced metric is a product metric, the induced covariant differentiation splits. In particular, \(\nabla v_i \frac{\partial}{\partial s} = -k_{3i} v_i = 0\), so that in the induced metric the coordinate surfaces \(s = \text{const}\) are planar. Hence, choosing any conformal coordinates, the surfaces \(s = \text{const}\) are mapped to totally umbilic surfaces in Euclidean 3-space — otherwise said, if the hypersurface is generic, then the corresponding Guichard net has to contain one family of sphere pieces.

Conversely, by §2.3.12, any Guichard net containing one family of sphere pieces, say \(k_{31} = k_{32} =: k\), gives rise to a generic conformally flat hypersurface in the conformal 4-sphere, which is unique up to Möbius transformation by §2.3.8. A careful case-by-case study then recovers the above “conformally flat conformal product hypersurfaces” (see [142]) — a key step is to show
that the orthogonal trajectories of the sphere pieces consist of circles: With \( \partial_1 k = \partial_2 k = 0 \), as derived from the Lamé equations (2.20), and the Guichard property \( \sum l_i^2 = 0 \), one computes \( 0 = d^2 \frac{1}{l_3} (\frac{\partial}{\partial x_3}, \frac{\partial}{\partial x_i}) = l_i \partial_3 k_{i3} \) for \( i = 1, 2 \). As a consequence, the sphere pieces belong to a sphere pencil. This yields six cases to consider, depending on the type of the sphere pencil and on whether the corresponding coordinate function \( x_3 \) is real or imaginary.

2.4.13 Another example. Motivated by the above observation, that the orthogonal trajectories of the sphere pieces are circles, we might ask whether there are more general Guichard nets with the property that one family of curvature lines consists of circles. Explicit examples of conformally flat hypersurfaces carrying such Guichard nets are given by Y. Suyama in [273]; we will present one of his examples below. A classification of these “cyclic Guichard nets” was given in [146]; later we will present this classification, leading to an interesting application of Möbius geometric arguments in its metric subgeometries. For the moment though, we shall just discuss an example that is rather typical: If we additionally assume that all circles of a cyclic Guichard net pass through one fixed point \( \infty \), then the triply orthogonal system will comprise a family of parallel surfaces in Euclidean space. In what follows we shall see how the parallel surfaces of Dini’s helices yield a cyclic Guichard net.

![Fig. 2.1. Dini’s helix and the pseudosphere](image)

Identifying \( \mathbb{R}^3 \cong \mathbb{R} \times \mathbb{C} \), a curvature line parametrization for Dini’s helices (cf., [17]) is given by

\[
f(x_1, x_2) := (x_1 - a \tanh g(x_1, x_2), e^{ix_2} \frac{a}{\cosh g(x_1, x_2)}),
\]

where \( g(x_1, x_2) := g(x_1, x_2) := \frac{1}{a}(x_1 + bx_2) \) and \( a, b \in \mathbb{R} \) satisfy \( a^2 + b^2 = 1 \). Computing derivatives we find

\[
\frac{\partial}{\partial x_1} f = \tanh g \cdot (\tanh g, -e^{ix_2} \frac{1}{\cosh g}),
\]

\[
\frac{\partial}{\partial x_2} f = \frac{1}{\cosh g} \cdot \left\{-b \left( \frac{1}{\cosh g}, e^{ix_2} \tanh g \right) + a \left( 0, ie^{ix_2} \right) \right\}.
\]

A unit normal field \( n \) of \( f \) is then

\[
n(x_1, x_2) := a \left( \frac{1}{\cosh g(x_1, x_2)}, e^{ix_2} \tanh g(x_1, x_2) \right) + b \left( 0, ie^{ix_2} \right).
\]
It is straightforward to see that \((x_1, x_2)\) are indeed curvature line parameters, and to compute the principal curvatures of \(f\):

\[
\frac{\partial}{\partial x_1} n = -\frac{1}{\sinh g} \cdot \frac{\partial}{\partial x_1} f \quad \text{and} \quad \frac{\partial}{\partial x_2} n = \sinh g \cdot \frac{\partial}{\partial x_2} f.
\]

Now we parametrize the family of parallel surfaces of \(f\) by

\[
h(x_1, x_2, x_3) := f(x_1, x_2) + \sinh x_3 \cdot n(x_1, x_2).
\]

Then the Lamé functions of the triply orthogonal system formed by the coordinate surfaces \(x_i = \text{const}\) are given (up to sign) by

\[
\begin{align*}
l_1^2(x_1, x_2, x_3) &= |\frac{\partial}{\partial x_1} h|^2(x_1, x_2, x_3) = \frac{(\sinh g(x_1, x_2) - \sinh x_3)^2}{\cosh^2 g(x_1, x_2)} \\
l_2^2(x_1, x_2, x_3) &= |\frac{\partial}{\partial x_2} h|^2(x_1, x_2, x_3) = \frac{(1+\sinh g(x_1, x_2) \sinh x_3)^2}{\cosh^2 g(x_1, x_2)} \\
l_3^2(x_1, x_2, x_3) &= |\frac{\partial}{\partial x_3} h|^2(x_1, x_2, x_3) = \cosh^2 x_3.
\end{align*}
\]

We derive \(l_1^2 + l_2^2 = l_3^2\) — this is (up to permutation of the indices) the Guichard condition when calculating in the reals. Moreover, the principal curvatures\(^{21}\) of the coordinate surfaces \(x_i = \text{const}\) become

\[
\begin{align*}
k_{12} &= \frac{-1}{l_1 l_2} \frac{\partial}{\partial x_1} l_2 = -\frac{1}{a(1+\sinh g \sinh x_3)}, & k_{13} &= \frac{-1}{l_1 l_3} \frac{\partial}{\partial x_1} l_3 = 0; \\
k_{21} &= \frac{-1}{l_2 l_1} \frac{\partial}{\partial x_2} l_1 = -\frac{b}{a(\sinh g - \sinh x_3)}, & k_{23} &= \frac{-1}{l_2 l_3} \frac{\partial}{\partial x_2} l_3 = 0; \\
k_{31} &= \frac{-1}{l_3 l_1} \frac{\partial}{\partial x_3} l_1 = -\frac{1}{\sinh g - \sinh x_3}, & k_{32} &= \frac{-1}{l_3 l_2} \frac{\partial}{\partial x_3} l_2 = -\frac{\sinh g}{1+\sinh g \sinh x_3}.
\end{align*}
\]

This shows that none of the families of surfaces \(x_i = \text{const}\) consists of sphere pieces, unless \(b = 0\); in that case, the Dini helix becomes the pseudosphere, and the surfaces \(x_2 = \text{const}\) become the planes of its meridian curves.

Consequently, for \(b \neq 0\), these Guichard nets correspond to generic conformally flat hypersurfaces of the conformal 4-sphere that are not among the conformal product hypersurfaces considered in the preceding example (cf., [143]).

**2.4.14 Suyama’s example.** A more explicit construction of conformally flat hypersurfaces that are not among the conformally flat conformal product hypersurfaces from §2.4.12 was communicated to the author by Y. Suyama (see [273]). In a certain sense it “intertwines” the construction from the preceding example and that of the generic conformally flat cylinders in §2.4.12(i). Namely, given a surface \(f : M^2 \rightarrow \mathbb{R}^3\) of constant Gauss curvature, a hypersurface is defined by

\[
(u, f + vn) : M \times I \rightarrow \mathbb{R} \times \mathbb{R}^3 = \mathbb{R}^4,
\]

\(^{21}\) Remember that a choice of sign for \(l_i = \sqrt{l_i^2}\) results in a simultaneous choice of sign for both curvatures \(k_{ij}\) of the surfaces \(x_i = \text{const}\), that is, to an orientation for these surfaces, while the other curvatures do not depend on that choice.
where \( u, v : I \to \mathbb{R} \) are suitable functions defined on some interval \( I \).

As an example we will reconsider the Dini helices from the preceding example (cf., [273]). Thus let \( f \) be a Dini’s helix as given above, and let

\[
\hat{f} := (u, f + vn) : (x_1, x_2, s) \mapsto (u(s), f(x_1, x_2) + v(s) n(x_1, x_2)) \in \mathbb{R}^4.
\]

Further, we define a function \( \phi = \phi(s) \) by\(^{22}\)

\[
\tanh \phi(s) = p \text{sn}_p(s) \iff \phi' = \sqrt{1 - q^2 \cosh^2 \phi}, \quad \phi(0) = 0,
\]

where \( p^2 + q^2 = 1 \) and \( \text{sn}_p(s) = \sin(am_p(s)) \) denotes the Jacobi elliptic function \( \text{sn}_p \) with modulus \( p \). We note that, with this notation,

\[
\cosh \phi = \frac{1}{\text{dn}_p} \quad \text{and} \quad \sinh \phi = p \frac{\text{sn}_p}{\text{dn}_p}
\]

are also Jacobi elliptic functions. Now we let

\[
v(s) := \sinh \phi(s) \quad \text{and} \quad u(s) := q \int_0^s \cosh^2 \phi(s) ds = q \int_0^s \frac{ds}{\text{dn}_p^2(s)}.
\]

Then, with \( \hat{n} := (-\phi', q \cosh \phi n) = (-p \frac{\text{cn}_p}{\text{dn}_p}, -q \frac{n}{\text{dn}_p}) \), we compute\(^{23}\)

\[
\begin{align*}
\frac{\partial}{\partial x_1} \hat{f} & = \frac{\sinh g - \sinh \phi}{\sinh g} \cdot (0, \frac{\partial}{\partial x_1} f), \\
\frac{\partial}{\partial x_2} \hat{f} & = (1 + \sinh g \sinh \phi) \cdot (0, \frac{\partial}{\partial x_2} f), \\
\frac{\partial}{\partial s} \hat{f} & = \cosh \phi \cdot (q \cosh \phi, \phi' n), \\
\frac{\partial}{\partial \hat{n}} \hat{f} & = q \sinh \phi \cdot (q \cosh \phi, \phi' n),
\end{align*}
\]

showing that \( \hat{n} \) is a (unit) normal field of \( \hat{f} \) and that \( (x_1, x_2, s) \) are principal curvature line coordinates for \( \hat{f} \) — its principal curvatures are given by

\[
a_1 = q \frac{\cosh \phi}{\sinh g - \sinh \phi}, \quad a_2 = -q \frac{\cosh \phi \sinh g}{1 + \sinh g \sinh \phi}, \quad a_3 = -q \tanh \phi.
\]

The induced metric of \( \hat{f} \) is given by\(^{24}\)

\[
I = \frac{(\sinh g - \sinh \phi)^2}{\cosh^2 g} dx_1^2 + \frac{(1 + \sinh g \sinh \phi)^2}{\cosh^2 g} dx_2^2 + \cosh^2 \phi ds^2.
\]

---

\(^{22}\) The equivalence can be verified by using the Pythagorean rules \( 1 = \text{cn}_p^2 + \text{sn}_p^2 = \text{dn}_p^2 + p^2 \text{sn}_p^2 \) and \( \text{sn}'_p = \text{cn}_p \text{dn}_p \), so that \( \text{sn}'_p^2 = (1 - \text{sn}_p^2)(1 - p^2 \text{sn}_p^2) \). For what follows it may also be useful to note that \( \text{cn}'_p = -\text{sn}_p \text{dn}_p \) and \( \text{dn}'_p = -p^2 \text{sn}_p \text{cn}_p \), which can also be deduced from the Pythagorean rules and the derivative of \( \text{sn}_p \).

\(^{23}\) \( g = g(x_1, x_2) = \frac{1}{a}(x_1 + bx_2) \), as in the preceding example.

\(^{24}\) Note the similarity with the metric induced by \( h \) in the preceding example.
Having determined the induced metric in terms of the curvature line coordinates and the principal curvatures of \( \hat{f} \), it is straightforward to determine the conformal metric \( C \) of \( \hat{f} \) that we considered in §2.1.11:

\[
C = \begin{pmatrix}
    (a_3 - a_1)(a_1 - a_2)\omega_1^2 + (a_1 - a_2)(a_2 - a_3)\omega_2^2 + (a_2 - a_3)(a_3 - a_1)\omega_3^2
\end{pmatrix}
\]

\[
= q^2 \cdot \{-dx_1^2 - dx_2^2 + ds^2\}.
\]

To check now that \( \hat{f} \) is conformally flat, we employ the criterion we derived in §2.3.3: From \( C \) we obtain

\[
\gamma_1 = iq\, dx_1, \quad \gamma_2 = iq\, dx_2, \quad \text{and} \quad \gamma_3 = q\, ds
\]

as the conformal fundamental forms of \( \hat{f} \) — since those forms are clearly closed, the induced metric \( I \) of \( \hat{f} \) is conformally flat.

Finally, to see that \( \hat{f} \) is not Möbius equivalent to one of the hypersurfaces discussed in §2.4.12, we use the same argument as in the preceding example. With the (real-valued) Lamé functions\(^{25}\)

\[
l_1^2(x_1, x_2, s) = \left| \frac{\partial}{\partial x_1} \hat{f} \right|^2(x_1, x_2, s) = \frac{(\sinh g(x_1, x_2) - \sinh \phi(s))^2}{\cosh^4 g(x_1, x_2)}
\]

\[
l_2^2(x_1, x_2, s) = \left| \frac{\partial}{\partial x_2} \hat{f} \right|^2(x_1, x_2, s) = \frac{(1 + \sinh g(x_1, x_2) \sinh \phi(s))^2}{\cosh^2 g(x_1, x_2)}
\]

\[
l_3^2(x_1, x_2, s) = \left| \frac{\partial}{\partial s} \hat{f} \right|^2(x_1, x_2, s) = \cosh^2 \phi(s)
\]

we determine\(^{26}\) the principal curvatures \( k_{ij} \) of the surfaces \( x_i = \text{const} \) as surfaces “inside” \( \hat{f}(M \times I) \), that is, with respect to the induced metric \( I \):

\[
k_{12} = -\frac{1}{l_1 l_2} \frac{\partial}{\partial x_1} l_2 = \frac{1}{a(1 + \sinh g \sinh \phi)}, \quad k_{13} = -\frac{1}{l_1 l_3} \frac{\partial}{\partial x_1} l_3 = 0;
\]

\[
k_{21} = -\frac{1}{l_2 l_1} \frac{\partial}{\partial x_2} l_1 = -\frac{1}{a(\sinh g \sinh \phi)};
\]

\[
k_{31} = -\frac{1}{l_3 l_1} \frac{\partial}{\partial x_3} l_1 = \frac{1}{\sinh g \sinh \phi} \phi', \quad k_{23} = -\frac{1}{l_2 l_3} \frac{\partial}{\partial x_2} l_3 = 0;
\]

\[
k_{32} = -\frac{1}{l_3 l_2} \frac{\partial}{\partial x_3} l_2 = -\frac{\sinh g}{1 + \sinh g \sinh \phi} \phi'.
\]

Just as before, we see that none of the families of coordinate surfaces consists of totally umbilic surfaces unless we started with the pseudosphere — or we have \( q = 1 \) and \( \phi \equiv 0 \), in which case\(^{27}\) we are obviously back to one of the hypersurfaces from §2.4.12(i).

\(^{25}\) Any simultaneous rescalings of the Lamé functions will not affect the result of our quest.

\(^{26}\) This is just the very same computation as in the preceding example.

\(^{27}\) Note that this is the limiting case \( p \to 0 \), where \( sn_p \to \sin \) and \( dp_p \to 1 \); in the other limiting case \( p \to 1 \), where \( sn_p \to \tanh \), we are back to the example of the preceding paragraph — the hypersurface \( \hat{f} \) then becomes totally umbilic, which is reflected by the simultaneous vanishing of all conformal fundamental forms.
2.5 Cyclic systems

Generalizing the examples of Guichard nets from the preceding section, we want to study Guichard nets where one family of curvature lines — the orthogonal trajectories to one family of surfaces of the net — consists of circles. Obviously, such a triply orthogonal system gives rise to a cyclic system (see §2.2.11). The first thing we want to do is to see that, conversely, any cyclic system $\gamma : M^2 \to G_+^+(5, 2)$ in the conformal 3-sphere gives rise to a triply orthogonal system consisting of the orthogonal surfaces of the cyclic system and two families of surfaces given by collecting all the circles along a curvature line of an orthogonal surface.

2.5.1 Thus, let $\gamma : M^{n-1} \to G_+^+(n+2, n-1)$ denote a congruence of circles (see Figure T.1). In the context of §2.2.11, we already discussed that any parallel isotropic section of the normal bundle $\gamma^\perp(p) \mapsto p$ provides, if it is immersed, an orthogonal hypersurface of $\gamma$. Hence, if there exist $3 = \text{rk} \gamma^\perp$ parallel basis fields for $\gamma^\perp$, then $\gamma$ is a cyclic system; locally this is the case if and only if the bundle $\gamma^\perp$ is flat. We want to elaborate on this characterization of cyclic systems a little further.

2.5.2 Choosing a basis for $\gamma^\perp$ that consists of two light cone maps $f$ and $\hat{f}$ and a perpendicular unit section $S$, the circles of the congruence can be parametrized by (2.9). However, for our present argument, it seems more convenient to parametrize them by

$$t \mapsto f_t = f + tS - \frac{1}{2} t^2 \hat{f}. \quad (2.23)$$

Then, similar to (2.10), we can parametrize a 1-parameter family of hypersphere congruences $S_t$ by

$$S_t = S - t \hat{f} \quad (2.24)$$

such that each sphere $S_t(p)$ intersects the circle $\gamma(p)$ orthogonally in $f_t(p)$: We have $S_t(p) \perp \gamma(p), f_t(p)$ for each $p \in M$. Now we seek $t = t(p)$ such that $f_t$ envelopes $S_t$. This yields a differential equation

$$0 = \langle df_t, S_t \rangle = dt + \frac{1}{2} t^2 \chi - tv + \omega \quad (2.25)$$

28) Note that the notion of a triply orthogonal system is naturally a conformal notion because it only refers to the intersection angles of the surfaces. For example, Dupin’s theorem in §2.4.8 remains valid in the conformal 3-sphere because it only refers to conformally invariant notions; in contrast, Lamé’s equations (2.20) or (2.22) are not valid in the conformal setting because they express the flatness of the ambient metric.

29) Note that these sphere congruences are by no means unique; they just have to belong to the parabolic pencils spanned by $S_t(p)$ and $f_t(p)$ for each $t \in \mathbb{R}$ and $p \in M$. 
for $t$, where $\omega$, $\chi$, and $\nu$ denote the connection forms of the bundle $\gamma^\perp$ relative to the chosen basis $(S, f, \hat{f})$, as in (1.1). The integrability condition of (2.25) reads

$$0 = \frac{1}{2}t^2(d\chi + \nu \wedge \chi) - t(d\nu + \omega \wedge \chi) + (d\omega + \omega \wedge \nu), \tag{2.26}$$

which, for fixed $p \in M$, is a quadratic polynomial in $t$. Consequently, there are more than two solutions $t$ of the differential equation, that is, the circle congruence $\gamma$ has (locally) more than two orthogonal hypersurfaces if and only if all three coefficients in (2.26) vanish. But, these coefficients are just the curvature forms of the induced connection $\nabla^\perp$ on the vector subbundle $\gamma^\perp(p) \rightarrow p$ of $M \times \mathbb{R}^{n+2}$ (cf., §1.7.4ff).

Summarizing, we obtain the following lemma (cf., [78] or [79]):

**2.5.3 Lemma.** A circle congruence $\gamma : M^{n-1} \rightarrow G_+(n+2, n-1)$ is (locally) normal if and only if the normal bundle $\gamma^\perp(M) \rightarrow M$ is flat.

This is the case as soon as there are three orthogonal hypersurfaces of the circle congruence.

**2.5.4** Thus, the orthogonal hypersurfaces of a cyclic system $\gamma$ can (at least locally) always be described by parallel isotropic sections of the (normal) bundle $\gamma^\perp(M) \rightarrow M$. If we choose, as before, basis fields $(S, f, \hat{f})$ for $\gamma^\perp$, assuming now that they are parallel, the family of orthogonal hypersurfaces can be parametrized by (2.9), or (2.23) if we do without $\hat{f}$, where $t$ is a real parameter (not a function).

Extending $(S, f, \hat{f})$ to a frame $F$, we obtain a frame that is adapted to $S$ and $f$ (as well as $\hat{f}$) at the same time (cf., §1.7.6 and §1.7.7). If we assume, for a moment, that all three maps, $S$, $f$, and $\hat{f}$, are immersions, then we learn from the Ricci equation (1.4) that the Weingarten tensors $A_f$ and $A_{\hat{f}}$ of $S$ with respect to $f$ and $\hat{f}$ as its isotropic normal fields commute (see §1.7.6). Hence, they simultaneously diagonalize. Reinterpreting the equations in terms of $f$ or $\hat{f}$ (see §1.7.7), we find that the Weingarten tensors $A_f^{-1}$ of $f$ and $A_{\hat{f}}^{-1}$ of $\hat{f}$ (with respect to $S$ as a normal field) also commute and, therefore, have the same eigenspaces. Because these yield exactly the (conformally invariant) principal directions of $f, \hat{f} : M^{n-1} \rightarrow S^n$ as hypersurfaces into the conformal $n$-sphere, and since $f$ and $\hat{f}$ were arbitrary orthogonal hypersurfaces of the cyclic system, we see that mapping one orthogonal hypersurface onto another along the circles of the congruence preserves the principal directions:

**2.5.5 Lemma.** The principal directions on any two (immersed) orthogonal hypersurfaces of a cyclic system do correspond.
2.5.6 As a consequence, any cyclic system in the conformal 3-sphere\(^{30}\) gives rise to a triply orthogonal system where the surfaces orthogonal to the orthogonal surfaces of the cyclic system are assembled by collecting all circles of the cyclic system along a curvature line of a (any) orthogonal surface. By construction, these surfaces intersect the orthogonal surfaces of the cyclic system orthogonally; the fact that curvature lines intersect orthogonally ensures that any surfaces from the other two systems are also perpendicular.

By Dupin’s theorem in §2.4.8, these surfaces assembled from the circles of the cyclic system have those circles as curvature lines. Hence, from §1.8.20, we know that the corresponding triply orthogonal system contains two families of channel surfaces. This observation gives rise to a characterization of cyclic systems as special triply orthogonal systems\(^{31}\):

2.5.7 Lemma. A triply orthogonal system comes from a cyclic system if and only if two of the 1-parameter families of orthogonal surfaces consist of channel surfaces.

2.5.8 Now, we want to study the effect of the Guichard condition in §2.4.4 on a cyclic system. Again, it seems preferable to use the parametrization (2.23) for a cyclic Guichard system, where \(f, S\), and \(\hat{f}\) now depend on the common curvature line parameters \((x_1, x_2)\) of all orthogonal surfaces of the cyclic system and the family parameter \(t = t(x_3)\) is a function of the third “Guichard parameter.” Without loss of generality, we assume \(t(0) = 0\) and \(t'(0) = 1\). This last condition is achieved by possibly rescaling \(f\) by the constant \(\frac{1}{t'(0)}\). Since \((x_1, x_2)\) are principal coordinates for all \(f_t\), we can extend the (parallel) normal frame \((S, f, \hat{f})\) to a frame \(F = (S_1, S_2, S, f, \hat{f})\) such that the connection form (1.1) satisfies

\[
\psi_i \wedge \omega_i = \chi_i \wedge \omega_i = 0,
\]

that is, the \(\psi_i\)'s and \(\chi_i\)'s are multiples of the metric fundamental forms \(\omega_i\) of our chosen “base surface” \(f = f_0\). In this setup, the Guichard condition reads (cf., §2.4.5)

\[
t'^2 = \left| \frac{\partial}{\partial x_3} f_t \right|^2 = \left| \frac{\partial}{\partial x_1} f_t \right|^2 \pm \left| \frac{\partial}{\partial x_2} f_t \right|^2. \tag{2.27}
\]

2.5.9 For \(x_3 = 0\), (2.27) becomes

\[
1 = \left| \frac{\partial}{\partial x_1} f \right|^2 \pm \left| \frac{\partial}{\partial x_2} f \right|^2.
\]

Thus we may assume

\[
\omega_1 = \cos u \, dx_1 \quad \text{and} \quad \omega_2 = \sin u \, dx_2,
\]

\(^{30}\) With minor modification the following assertions remain true in any dimension. We leave this as an exercise for the reader.

\(^{31}\) By Dupin’s theorem again, it actually suffices that one family of surfaces consists of channel surfaces in order to conclude that a triply orthogonal system comes from a cyclic system.
where \( u = u(x_1, x_2) \) denotes a suitable function (that takes values in \( \mathbb{R} \) or in \( i\mathbb{R} \), depending on \( \pm \) in the equation (2.27)). With the ansatz

\[
\begin{align*}
\psi_1 &= (a_1 \cos u - a_2 \sin u) \, dx_1, \\
\psi_2 &= (a_1 \sin u + a_2 \cos u) \, dx_2,
\end{align*}
\]

and

\[
\begin{align*}
\chi_1 &= -(b_1 \cos u - b_2 \sin u) \, dx_1, \\
\chi_2 &= -(b_1 \sin u + b_2 \cos u) \, dx_2,
\end{align*}
\]

where \( a_i, b_i \) are suitable functions of \( x_1, x_2 \), (2.27) then becomes

\[
t'^2 = (1 - ta_1 + \frac{1}{2}t^2b_1)^2 + (ta_2 - \frac{1}{2}t^2b_2)^2 \\
= (1 - (a_1 + ia_2) t + \frac{1}{2}(b_1 + ib_1) t^2)(1 - (a_1 - ia_2) t + \frac{1}{2}(b_1 - ib_1) t^2).
\]

This shows that the parametrizing function \( t \) of the family of orthogonal surfaces of a cyclic system satisfying the Guichard condition has to be an elliptic function. Since this function \( t = t(x_3) \) is independent of the parameters \( x_1 \) and \( x_2 \) of the orthogonal surfaces of the circle congruence, so are its branch values \( t' = 0 \), and, therefore,\(^{33} \) the \( a_i \)'s and \( b_i \)'s are constant.

2.5.10 As a consequence, \( \mathcal{K} := b_2 S + (a_1b_2 - a_2b_1) f - a_2 \hat{f} \) is a constant vector,

\[ d\mathcal{K} = d[b_2 S + (a_1b_2 - a_2b_1) f - a_2 \hat{f}] = 0. \]

If \( \mathcal{K} = 0 \), then \( a_2 = b_2 = 0 \) and all the surfaces \( x_3 = \text{const} \) are sphere pieces. If, on the other hand, \( \mathcal{K} \neq 0 \), then it defines a quadric \( Q^3_\kappa \) of constant sectional curvature \( \kappa = -|\mathcal{K}|^2 \) and a linear sphere complex that consists of the hyperplanes in \( Q^3_\kappa \) (see Section 1.4). Since \( S_i \perp \mathcal{K} \) for \( i = 1, 2 \), the spheres \( S_1 \) and \( S_2 \) are planes in the subgeometry given by \( \mathcal{K} \), and hence the circles \( S_1 \cap S_2 \) of the cyclic Guichard system become straight lines.

2.5.11 Lemma. Any cyclic system that defines a Guichard net is a normal line congruence in some space of constant curvature.

2.5.12 To begin with we had chosen our parallel normal frame \((S, f, \hat{f})\) for the cyclic Guichard net \( \gamma \) under consideration rather arbitrarily; now, because we know that the cyclic system is a normal line congruence in some space of constant curvature, there are more natural choices: We may normalize the “initial surface” \( f = f_0 \) to take values in the quadric \( Q^3_\kappa \) defined by \( \mathcal{K} \) and the sphere congruence \( S \) to be its tangent plane congruence. Thus, we fix the normal frame \((S, f, \hat{f})\) to satisfy (cf., §1.7.8)

\[
\langle f, \mathcal{K} \rangle \equiv -1 \quad \text{and} \quad \langle S, \mathcal{K} \rangle \equiv 0, \quad \text{hence} \quad \hat{f} = \frac{\kappa}{2} f - \mathcal{K}
\]

\(^{32} \) Remember that the forms \( \omega_i, \psi_i, \) and \( \chi_i \) depend, with the frame \( F \), only on \( x_1 \) and \( x_2 \).

\(^{33} \) Another option is to take the \( x_i \)-derivative, \( i = 1, 2 \), on both sides of the equation to obtain a vanishing polynomial on the right side. Its coefficients, which contain the derivatives of the \( a_i \)'s and \( b_i \)'s, then have to vanish, showing that the \( a_i \)'s and \( b_i \)'s have to be constant.
with $\kappa = -|K|^2$. Instead of choosing some parametrization for the circles of the cyclic system directly, we now choose a simple parametrization for the family of sphere congruences $S_t$, requiring all of them to be plane congruences:

$$S_t := \frac{1}{\sqrt{1+\kappa t^2}} (S + t [\frac{\kappa}{2} f + \hat{f}]).$$

(2.29)

The surfaces $f_t$, which we normalize to take values in $Q^3_\kappa$, are then obtained as one of the intersection points of $S_t$ with the circles of the cyclic system,

$$f_t = \frac{1}{\sqrt{1+\kappa t^2}} (f - t [S + \frac{1}{1+\sqrt{1+\kappa t^2}} K]),$$

(2.30)

whereas the other $\hat{f} = \frac{\kappa}{2} f - K$ is just its mirror image or the point at infinity in the case $\kappa = 0$ (see §1.7.8). Note that, in (2.30) as well as in (2.29), the range of $t$ is restricted by the condition $1 + \kappa t^2 > 0$: If $\kappa < 0$, the maps

$$\sqrt{1+\kappa t^2} \cdot f_t \to f + \frac{1}{\kappa} K \pm \frac{1}{\sqrt{-\kappa}} S \perp K \text{ as } t \to \pm \frac{1}{\sqrt{-\kappa}},$$

that is, $f_t$ approaches the intersection points of the circles of the cyclic system with the infinity boundary $\partial Q^3_\kappa$.

With this new parametrization the Guichard condition (2.27) changes shape: Using (2.28), where now $b_1 = -\frac{\kappa}{2}$ and $b_2 = 0$, we find

$$\frac{t'^2}{(1+\kappa t^2)^2} = \frac{(1+a_1 t)^2+a_2^2 t^2}{1+\kappa t^2} \iff t'^2 = (1+\kappa t^2)(1 + 2a_1 t + (a_1^2 + a_2^2)t^2),$$

(2.31)

with the $a_i$ being constants, as before.

### 2.6 Linear Weingarten surfaces in space forms

Since the principal curvatures of the surfaces $f_t$ in $Q^3_\kappa$ are obtained from expressions comprising the forms in (2.28), they only depend on one function $u$. Thus the principal curvatures of the surfaces $f_t$ are (functionally) dependent, that is, the surfaces $f_t$ are all Weingarten surfaces.

We want to make this statement more explicit.

#### 2.6.1 Since $S_t$ are the tangent plane congruences of the surfaces $f_t$ in $Q^3_\kappa$, $\langle S_t, K \rangle = 0$, the maps $S_t$ can be interpreted as unit normal fields for $f_t$ within the quadrics $Q^3_\kappa$ of constant curvature: $S_t(p) \in T_{f_t(p)}Q^3_\kappa$. Hence the first and second fundamental forms of the $f_t: (x_1, x_2) \mapsto f_t(x_1, x_2) \in Q^3_\kappa$ are given by

$$I_t = \langle df_t, df_t \rangle \text{ and } II_t = -\langle df_t, dS_t \rangle.$$

In this way we obtain the principal curvatures of the $f_t$:

$$\frac{(a_1 - \kappa t) \cos u - a_2 \sin u}{(1+a_1 t) \cos u - a_2 t \sin u} \quad \text{and} \quad \frac{(a_1 - \kappa t) \sin u + a_2 \cos u}{(1+a_1 t) \sin u + a_2 t \cos u}.$$  

(2.32)
With this it is now pure algebra to verify that the (extrinsic) Gauss curvatures $K_t$ and mean curvatures $H_t$ of the surfaces $f_t$ in $Q^3_\kappa$ satisfy an affine relation

$$0 = c_K(t)K_t + 2c_H(t)H_t + c(t) \quad (2.33)$$

with

$$
\begin{align*}
  c_K(t) &= (a_1^2 + a_2^2)t^2 + 2a_1t + 1, \\
  c_H(t) &= \kappa a_1t^2 + (\kappa - (a_1^2 + a_2^2))t - a_1, \\
  c(t) &= \kappa^2t^2 - 2\kappa a_1t + (a_1^2 + a_2^2). 
\end{align*} \quad (2.34)
$$

Note that the sign of $c_K(t)c(t) - c_H^2(t) = a_2^2(1 + \kappa t^2)^2$ is an invariant of the family of parallel Weingarten surfaces: It determines whether we have + or − in (2.27), that is, whether $a_2$ is, with the function $u$, real or imaginary.

Thus we have proved the following theorem (cf., [146]):

**2.6.2 Theorem.** The orthogonal surfaces of a cyclic system that defines a Guichard net are parallel linear Weingarten surfaces in some space $Q^3_\kappa$ of constant sectional curvature; that is, their (extrinsic) Gauss and mean curvatures $K_t$ and $H_t$ satisfy, with suitable functions $c_K$, $c_H$, and $c$ of the family parameter, an affine relation

$$0 = c_K(t)K_t + 2c_H(t)H_t + c(t).$$

**2.6.3** The surfaces of constant Gauss or mean curvature among the surfaces $f_t$ of a family are characterized by the (distinct) zeros$^{34}$ of $c_H$ and $c_K$, respectively. By (2.31) we have $t^2 = (1 + \kappa t^2)c_K(t)$, so that the Guichard net degenerates exactly at the surfaces of constant mean curvature in the family — and at the infinity boundary of $Q^3_\kappa$ in the case $\kappa < 0$.

We will follow up on the study of these special surfaces among the surfaces of a family $(f_t)_t$ in a moment; first we want to understand the converse of the above theorem though.

**2.6.4** Does any given linear Weingarten surface $f : M^2 \to Q^3_\kappa$ give rise to a cyclic Guichard system via its normal line congruence? Obviously, by the previous paragraph, we have to exclude surfaces of constant mean curvature since they would be singular for the Guichard net. Thus, assume $f$ is a linear Weingarten surface, satisfying $0 = c_KK + 2c_HH + c$ in some quadric $Q^3_\kappa$ of constant curvature $\kappa$, with nonconstant mean curvature. In this way $c_K \neq 0$ and we may assume $c_K = 1$, without loss of generality. Excluding also surfaces with a constant principal curvature, that is, $c = c_H^2$, where the Weingarten condition factorizes, we make the ansatz

$$a_1 - a_2 \tan u \quad \text{and} \quad a_1 + a_2 \cot u$$

$^{34}$Note that $c_K(t)c(t) - c_H^2(t) = a_2^2(1 + \kappa t^2)^2 \neq 0$, because we excluded the case $a_2 = 0$ of sphere pencils, so that $c_H$ and $c_K$ cannot vanish simultaneously.
for the principal curvatures of \( f \), where \( a_1 := -c_H \), \( a_2 := \sqrt{c - c_H^2} \), and \( u \) denotes a suitable function. Using a principal frame we consequently have

\[
\psi_1 = (a_1 - a_2 \tan u) \omega_1 \quad \text{and} \quad \psi_2 = (a_1 + a_2 \cot u) \omega_2
\]

in (1.1). Combining the Codazzi equations (1.3) for the \( \psi_i \)'s and \( \omega_i \)'s to eliminate the connection forms \( \omega_{ij} \), we obtain

\[
0 = -a_2 \left( \frac{d\omega_1}{\cos u \sin u} + \frac{du \wedge \omega_1}{\cos^2 u} \right) = -\frac{a_2}{\sin u} d\left( \frac{\omega_1}{\cos u} \right)
\]

\[
0 = a_2 \left( \frac{d\omega_2}{\cos u \sin u} - \frac{du \wedge \omega_2}{\sin^2 u} \right) = \frac{a_2}{\sin u} d\left( \frac{\omega_2}{\sin u} \right),
\]

showing that principal curvature line coordinates \((x_1, x_2)\) can be chosen such that \( \omega_1 = \cos u \, dx_1 \) and \( \omega_2 = \sin u \, dx_2 \), that is, \( |\frac{\partial}{\partial x_1} f|^2 + |\frac{\partial}{\partial x_2} f|^2 = 1 \), where the sign depends on whether \( u \) is real- or imaginary-valued.

At this point, our previous computations show that parametrizing the parallel surfaces of \( f \) by (2.30) with the correct speed (2.31) provides us with a Guichard net. Thus we have proved the converse of the above theorem.

2.6.5 Theorem. Given a linear Weingarten surface with nonconstant mean or principal curvatures, in a space of constant curvature its normal line congruence gives rise to a cyclic Guichard net.

2.7 Bonnet’s theorem

Now, we want to resume our above discussion about surfaces of constant mean or constant Gaussian curvature among the surfaces of a family of linear Weingarten surfaces. By the theorem we just stated, any linear Weingarten surface with nonconstant mean or principal curvatures is part of a cyclic Guichard system. However, by dropping the Guichard condition on the family, we may include these surfaces. For that purpose we will redo some of our computations, not assuming the special form for the principal curvatures of the surface \( f = f_0 \) given by (2.28).

2.7.1 Thus, let \( f : M^2 \to Q^3_\kappa \) denote a linear Weingarten surface, its Gauss and mean curvatures satisfying \( c_K K + 2c_H H + c = 0 \) with suitable constants \( c \), \( c_H \), and \( c_K \). Further, let \( f_t \) denote the parallel surfaces of \( f = f_0 \), parametrized as in (2.30), whereas \( S_t \) shall denote the tangent plane congruences (unit normal fields in \( Q^3_\kappa \)) of \( f_t \). A similar computation as the one providing (2.32) before now yields

\[
H_t = \frac{H + (K - \kappa) t - \kappa H t^2}{1 + 2H t + K t^2} \quad \text{and} \quad K_t = \frac{K - 2\kappa H t + \kappa^2 t^2}{1 + 2H t + K t^2}.
\]

Straightforward computation then proves that the parallel surfaces \( f_t \) of \( f \) are linear Weingarten again, that is, there are functions

\[
c_K(t) = ct^2 - 2c_H t + c_K, \quad c_H(t) = -\kappa c_H t^2 + (\kappa c_K - c)t + c_H, \quad \text{and} \quad c(t) = \kappa^2 c_K t^2 + 2\kappa c_H t + c
\]
such that \( c_K(t)K_t + 2c_H(t)H_t + c(t) = 0 \), similar to (2.34) providing (2.33).

We state this as an intermediate result:

2.7.2 Lemma. The parallel surfaces of a linear Weingarten surface in a space of constant curvature are linear Weingarten.

2.7.3 Among the surfaces of such a family of parallel linear Weingarten surfaces there are special ones that are distinguished by the vanishing of one of the coefficient functions \( c_K \), \( c_H \), or \( c \): If \( c_K(t) = 0 \), then \( H_t \) is constant; if \( c_H(t) = 0 \), then \( K_t \) is constant — as we already discussed in §2.6.3 — and if \( c(t) = 0 \), then the ratio \( \frac{H_t}{K_t} \) is constant, that is, the sum of the principal curvature radii is constant.

This provides a simple tool for studying analogs of Bonnet’s theorem about parallel constant mean and constant Gauss curvature surfaces in Euclidean space (cf., [214]). The only thing that is not reduced to the study of quadratic equations in this way is the computation of the (geodesic) distance between the distinguished surfaces of the family — this is obtained as the arc length integral \( \int |\frac{\partial}{\partial t} f_t| dt = \int \frac{dt}{1+\kappa t^2} \) along the lines (geodesics) between the surfaces under investigation.

2.7.4 Example (Bonnet’s theorem). We want to conclude these considerations deriving Bonnet’s classical theorem in this context, leaving a detailed analysis of the other cases as an exercise for the reader (cf., [146]).

Thus, we are considering Euclidean ambient space \( Q_0^3 \), that is, \( \kappa = 0 \). In this case we have \( c(t) = c \) for all \( t \), and \( c_H(t) = c_H - ct \) becomes (at most) linear. Now there are two different cases to consider: \( c \neq 0 \). Here the function \( t \mapsto c_H(t) \) is an honest linear function with exactly one zero at \( t_0 = \frac{cH}{c} \), so that our family of linear Weingarten surfaces contains one surface of constant Gauss curvature\(^{35}\)

\[
K_{t_0} = -\frac{c}{c_K(t_0)} = \frac{c^2}{c_H - c_K c}.
\]

The zeros \( t_\pm = \frac{cH \pm \sqrt{c_H^2 - c_K c}}{c} \) of the quadratic polynomial \( t \mapsto c_K(t) \) become real if and only if \( K_{t_0} > 0 \): Then there are two parallel constant mean curvature surfaces at \( t_\pm \) with mean curvature

\[
H_{t_\pm} = -\frac{c}{2c_H(t_\pm)} = \pm \frac{1}{2\sqrt{K_{t_0}}}.
\]

The two constant mean curvature surfaces lie symmetrically to the constant Gauss curvature surface in distance

\[
|\int_{t_0}^{t_\pm} dt| = |t_\pm - t_0| = \frac{1}{\sqrt{K_{t_0}}} = \frac{1}{2|H_{t_\pm}|},
\]

\(^{35}\) Note that \( c_K(t_0)K_{t_0} = -c \neq 0 \) forces \( c_K(t_0) \neq 0 \) and hence \( c_H^2 - c_K c \neq 0 \).
having themselves distance \( \frac{1}{|H_t \pm |} \). Thus, we obtained Bonnet’s classical assertion.

c = 0. In this case we can further distinguish two cases: If also \( c_H = 0 \), then both functions, \( t \mapsto c(t) \) as well as \( t \mapsto c_H(t) \), vanish identically, so that we must have \( K_t = 0 \) for all \( t \); if, on the other hand, \( c_H \neq 0 \), then \( c_H(t) = c_H \) for all \( t \), whereas \( t \mapsto c_K(t) \) becomes an honest linear function with exactly one zero at \( t_0 = \frac{c_K}{c_H} \). Consequently, we obtain one surface of constant mean curvature \( H_{t_0} = \frac{c}{c_H} = 0 \) while all its parallel surfaces have constant sum of their curvature radii.
Chapter 3
Application: Isothermic and Willmore surfaces

As a second application of the classical model of Möbius geometry we will discuss some aspects of isothermic surfaces and Willmore surfaces. As unrelated as the two surface classes seem to be at first, they occur as two (the two nontrivial) solutions of the same problem that we will refer to\(^1\) as “Blaschke’s problem,” since it arises in [29]. The contents of this chapter are loosely arranged around the solution of this problem, collecting many of Blaschke’s key results in surface theory in the conformal\(^2\) 3-sphere. Isothermic as well as Willmore surfaces are a field of current interest after they have been neglected for quite some time — Willmore surfaces even seem to have been forgotten and had a different name in classical times. The study of both surface classes traces back to the first half of the nineteenth century; however, the origins remain obscure to the author. It is also true for both surface classes that physical considerations play a role — as indicated for isothermic surfaces by their name.

“Willmore surfaces” were apparently (re-) discovered at least three times. First, in the early nineteenth century, Germain [126] (cf., [127]) studied “elastic surfaces” — analogous to the elastic curves discussed in the works of Bernoulli and Euler [185]. Her main contribution seems to be “her hypothesis” that the “elastic force” of a thin plate is proportional to its mean curvature. As a consequence, the “elastic energy” is then the total squared mean curvature, the “Willmore functional.” For a detailed discussion of Germain's work as well as related work by, for example, Poisson, see [83]. It may also be remarkable that this aspect of Willmore surfaces is known in physics [176] and of interest in current research [289]. As was already indicated, the mean curvature of a surface plays a central role in the theory of Willmore surfaces. It seems worth mentioning that Germain studied the mean curvature of surfaces (see also the colloquial presentation of the history of differential geometry [261] for an interesting remark) and introduced the “mean curvature sphere” [128], a concept that became central in Möbius differential geometry: Around the turn of the century, the 2-parameter family of the mean curvature spheres was known as the “central sphere congruence” of the surface [29]; nowadays, after Bryant’s paper [40], it goes by the name “conformal Gauss map.”

\(^1\) This problem is also referred to as “Ribaucour’s problem” (see [80]).

\(^2\) Of course, we do not cover any results in Lie sphere geometry that comprise the main part of the book.
This brings us to the second, Möbius geometric approach to Willmore surfaces, which we will follow: The central sphere congruence can be defined in a conformally invariant way. One possible characterization is that its induced metric is conformally equivalent to the (conformal class of) metrics induced on the surface, justifying the notion of the conformal Gauss map. Following the classical authors (see [29]) we call a surface “conformally minimal” if its central sphere congruence is minimal, that is, if it minimizes the area for all variations through sphere congruences — as the “simplest variational problem that can be invariantly associated with a surface in Möbius geometry.” Following [110], we will then show that the conformally minimal surfaces are exactly the Willmore surfaces, a fact that is already stated in [29].

The third approach was by T. Willmore in 1965 [306], after whom these surfaces are usually named in our days. He considers the “total squared mean curvature” of a closed surface as an analog for the total Gaussian curvature — which is a topological invariant. Then he notices that the infimum value of this “Willmore functional” characterizes the round sphere. As a natural next step, he asks for the infimum value and a minimizer in the class of (topological) tori. The conjecture is that a stereographic projection of the minimal Clifford torus in $S^3$ (and its Möbius transforms) minimize with value $2\pi^2$ of the total squared mean curvature. Since then many mathematicians, too numerous to cite here (for some of the better known papers, check the list of references), have worked on this conjecture and the characterization of the corresponding critical surfaces, using methods that range from Euclidean and Möbius differential geometry to global analysis, calculus of variations, and integrable systems methods. See [307] for an inspiring survey.

“Isothermic surfaces,” on the other hand, have a less inconsistent history, even though the origins are as obscure as in the Willmore case, and they were pretty much off the main stream after a period of intensive research at the end of the nineteenth century. It was only recently that isothermic surfaces regained interest because of their integrable systems description, initiated in [71].

It seems that the notion of “isothermal lines” was motivated by their physical interpretation as lines of equal temperature [184], and it appears as early as 1833 in a work by Lamé (cf., [175]; see also [274]). He was apparently led to the notion of “isothermal surfaces,” that is, surfaces with isothermal lines of curvature, by considering triply orthogonal systems constructed from surfaces of equal temperature in a (homogeneous) body with a stationary, nonconstant temperature [191], [237]. Thus it seems that, in the beginning,

3) Candidates for minimizers among surfaces of other genus may be found in [172].
the study of isothermic surfaces was closely related to the study of triply orthogonal systems, and that it was only later that they were studied on their own,\(^4\) as, for example, in [64] or [299].

Among the first papers that deal with isothermic surfaces from the point of view of surface geometry is Christoffel’s paper [70], where a problem very similar to Blaschke’s problem is treated in Euclidean geometry. The solution leads to a transformation, or “duality,” for isothermic surfaces that is at the basis of an exceptionally rich transformation theory. Later, a second type of transformation for isothermic surfaces was introduced by Darboux [93], which will appear from the solution of Blaschke’s problem in a very similar way as Christoffel’s transformation appears from Christoffel’s problem. As in the Willmore case, a special type of sphere congruence occurs in this context, “Ribaucour sphere congruences,” and Darboux’s transformation is a special type of the corresponding notion of “Ribaucour transformations.”

The Darboux transformation is closely related to the integrable systems approach to isothermic surfaces (cf., [46]) as well as to the theory of “discrete isothermic nets” [30]. Finally, a third type of transformation is found in papers by Bianchi [21], [20], and P. Calapso [53], [55]. This last transformation turns out to be again closely related to the integrable systems approach to isothermic surfaces (see, for example, [153]) as well as to rigidity questions in Möbius geometry (see [62] and [203]).

However, this transformation theory of isothermic surfaces is much more smoothly dealt with in the quaternionic or the Clifford algebra setting. Therefore, we only touch on it in this chapter, in order to fix some basic notions and ideas, and postpone a detailed analysis.

After completing the discussion of Blaschke’s problem and related topics, we will discuss the “intersection” of both surface classes considered, giving a proof of Thomsen’s theorem [29]. Here an interesting phenomenon occurs: Imposing these two Möbius geometric properties on a surface causes symmetry breaking, so that the surface naturally lies in a metric subgeometry of Möbius geometry, similar to §2.6.2. To conclude, we will reconsider channel surfaces as an example, experiencing another symmetry-breaking (see [276] and [144]).

The contents of this chapter are organized as follows:

Section 3.1. We state Blaschke’s problem, and we introduce the notion of Ribaucour sphere congruence — that will be central to various later discussions. One (trivial) class of solutions of Blaschke’s problem is given.

\(^4\) Also of interest is the relation with Bonnet surfaces (cf., [18], [157], and [201]).
Section 3.2. The notions of isothermic surfaces in the conformal 3-sphere and of Darboux pairs of isothermic surfaces are defined. A second (non-trivial) solution to Blaschke’s problem is given: Darboux pairs of isothermic surfaces.

Section 3.3. A first encounter of the transformation theory of isothermic surfaces in $S^3$ is given — a more complete (and more general) treatment is to be found in Chapter 5 or 8. We discuss the relation between Darboux pairs and curved flats, and introduce the spectral transformation of a Darboux pair. As an example, Lawson’s correspondence for constant mean curvature surfaces is discussed.

Then the limit behavior of the spectral transformation is used to motivate Christoffel’s problem, which can be considered as the Euclidean analog of Blaschke’s problem. The solutions to Christoffel’s problem are given: This leads to the notion of Christoffel pairs of isothermic surfaces and to families of minimal surfaces in Euclidean 3-space that generalize the associated family of minimal surfaces. Again, constant mean curvature surfaces in $R^3$ are discussed as an example.

Section 3.4. The central sphere congruence of a surface is introduced, and its characterizations as the mean curvature sphere congruence and as the conformal Gauss map are given. The notion of a conformally minimal surface is defined and a third class of solution of Blaschke’s problem is established: dual pairs of conformally minimal surfaces. The (quadratic) Clifford torus is discussed as an example of a “self-dual” conformally minimal surface.

The transformation formula for the Laplacian under a conformal change of the metric on the domain is given, and conformal minimality is proven to be equivalent to the harmonicity of the conformal Gauss map.

Section 3.5. The notion of Willmore surface is introduced. The first variation formula for the Willmore functional is derived, and it is shown that Willmore surfaces are the same as conformally minimal surfaces. The Euler-Lagrange equation for Willmore surfaces in a space of constant curvature is formulated.

Section 3.6. It is shown that a surface is isothermic if and only if its central sphere congruence is Ribaucour. Thomsen’s theorem is proved: Isothermic Willmore surfaces are minimal surfaces in some space of constant curvature.

Section 3.7. A theorem by Vessiot is presented: Isothermic channel surfaces are (part of) cones, cylinders, or surfaces of revolution. It is shown that Willmore channel surfaces are isothermic, and further analysis shows that planar free elastic curves are involved. It is shown that a Willmore channel surface is an equivariant minimal surface in a certain space form.
The Willmore functional of a channel surface is computed in terms of the enveloped sphere curve, and it is shown that the Willmore functional can be lowered by replacing the channel surface by a surface of revolution. It is discussed how this fact can be used to prove the Willmore conjecture for (umbilic-free) channel tori.

**Remark.** In this chapter the reader is expected to be familiar with the classical description of Möbius geometry, as provided in Chapter 1.

### 3.1 Blaschke’s problem

In §78 of [29], the following problem\(^5\) is considered: Let \(S : M^2 \to \mathbb{R}P^4\) be a sphere congruence with two envelopes \(f, \hat{f} : M^2 \to S^3\), such that the two envelopes induce the same (possibly degenerate) conformal structure on \(M\); characterize the sphere congruence and its envelopes.

It will turn out that three cases can occur. In this section we will provide the setup to solve the problem, and we will describe the first (trivial) case. The two remaining (interesting) cases will be treated in the following two sections, respectively.

#### 3.1.1 We will consider \(S : M^2 \to S^4_1\) as a regular, spacelike map into the Lorentz sphere\(^6\) — remember that a sphere congruence has two envelopes if and only if the induced metric of \(S\) is positively definite (see §1.6.9). Any lifts \(f, \hat{f} : M^2 \to \mathbb{R}^5_1\) of the envelopes of \(S\) can then be interpreted as two isotropic normal fields (see §1.6.3) of \(S : M^2 \to S^4_1\).

Fixing some scale for \(f\) and \(\hat{f}\), the induced metrics \(I_f\) and \(I_{\hat{f}}\) become the third fundamental forms of \(S\) with respect to \(f\) and \(\hat{f}\) (cf., §1.7.6):

\[
I_f = I(A., A.) \quad \text{and} \quad I_{\hat{f}} = I(\hat{A}. , \hat{A}.),
\]

where \(A = A_f\) and \(\hat{A} = A_{\hat{f}}\) denote the Weingarten tensors of \(S\) with respect to \(f\) and \(\hat{f}\), respectively.

#### 3.1.2 Now \(f\) and \(\hat{f}\) induce the same conformal structure on \(M^2\) if and only if the induced metrics \(I_f\) and \(I_{\hat{f}}\) are conformally equivalent, \(\hat{\lambda}^2 I_f = \lambda^2 I_{\hat{f}}\). Since the Weingarten operators are self-adjoint by the Ricci equations (1.4), the induced metrics are conformally equivalent if and only if \(\hat{\lambda}^2 A^2 = \lambda^2 \hat{A}^2\).

By using the Cayley-Hamilton identity, \(A^2 = \text{tr}A \cdot A - \det A \cdot id\) and similarly for \(\hat{A}\), we see that (pointwise) two different cases can be considered:

1. \(A, \hat{A},\) and \(id\) are linearly dependent — in this case, \(A\) and \(\hat{A}\) commute, so that they can simultaneously be diagonalized; denoting their

---

\(^5\) Compare also [80], [93], [98], and [99].

\(^6\) In this way we exclude nonorientable surfaces, but our analysis will be local anyway.
eigenvalues by $a_i$ and $\hat{a}_i$, respectively, $\hat{\lambda}^2 A^2 = \lambda^2 \hat{A}^2$ yields $\hat{\lambda} a_i = \pm \lambda \hat{a}_i$, $i = 1, 2$. Thus we further distinguish two subcases:

a. $\hat{\lambda}^2 \det A = \lambda^2 \det \hat{A}$, and
b. $\hat{\lambda}^2 \det A = -\lambda^2 \det \hat{A}$.

2. $A$, $\hat{A}$, and $id$ are linearly independent — in this case, we must have $\text{tr} A = \text{tr} \hat{A} = 0$.

3.1.3 Regularity assumption. To analyze the problem we will assume that these cases do not mix, that is, at all points $p \in M^2$ the same case applies. Moreover, we will assume that at least one of the envelopes, say $f$, is immersed, that is, $I_f$ is positive definite, $\det A \neq 0$.

3.1.4 We start by collecting some general facts about the first case.

Consider the bilinear form $I(A., \hat{A}.)$. Choosing an $S$-adapted frame $F$ for $S$ (cf., §1.7.6), we have $I(A., \hat{A}.). = \sum_i \omega_i \chi_i$: Thus $I(A., \hat{A}.)$ is symmetric if and only if $A$ and $\hat{A}$ commute, $[A, \hat{A}] = 0$, if and only if the normal curvature $d\nu = \sum \chi_i \wedge \omega_i = 0$ of $S$ vanishes, by the third of the Ricci equations (1.4).

3.1.5 Moreover, if both envelopes $f, \hat{f} : M^2 \rightarrow S^3$ are immersions, then both Weingarten tensors $A$ and $\hat{A}$ are invertible, and their inverses, $A^{-1}$ and $\hat{A}^{-1}$, are the Weingarten tensors of $f$ and $\hat{f}$ with respect to $S$ as a unit spacelike normal field. This gives the reversed viewpoint with $f$ or $\hat{f}$ as the primary object of interest (see §1.7.7). Since $[A, \hat{A}] = 0$ if and only if $[A^{-1}, \hat{A}^{-1}] = 0$, we find that $I(A., \hat{A}.)$ is symmetric if and only if $f$ and $\hat{f}$ have the same curvature directions.

Thus, we have proved the following. 8)

3.1.6 Lemma. Let $S : M^{n-1} \rightarrow S_1^{n+1}$ be an immersed sphere congruence with two envelopes $f$ and $\hat{f}$. Then the corresponding Weingarten tensors $A$ and $\hat{A}$ commute, $[A, \hat{A}] = 0$, if and only if the normal bundle of $S$ is flat.

When both $f$ and $\hat{f}$ are regular, this is the case if and only if the curvature directions of $f$ and $\hat{f}$ correspond.

3.1.7 This type of sphere congruences, where the curvature lines on both envelopes correspond, has been studied extensively by the classical geometers and goes by the name “Ribaucour congruence.” This classical charac-

7) Remember (§P.6.7) that the notion of “curvature direction” makes sense in the conformal $n$-sphere. Moreover (§1.7.7), the curvature directions of an immersion $f$ are the eigendirections of the Weingarten tensor of $f$ with respect to any enveloped sphere congruence $S$, viewed as a normal field of $f$: Any change $S \rightarrow S + af$ of the enveloped sphere congruence yields a change $A \rightarrow A - aid$ of the corresponding Weingarten tensor field that does not effect its eigendirections. And, by having $f$ take values in one of the constant curvature quadrics, the Weingarten tensor of $f$ with respect to its tangent plane congruence gives the Weingarten tensor of $f$ in that space of constant curvature.

8) Note that we never used $n = 3$ in the proof.
terization, however, causes problems when one of the envelopes is degenerate — and therefore has no curvature lines. On the other hand, we also wish to have a definition that applies to the case where the sphere congruence is not immersed. Thus, we give a definition using no regularity assumptions:

3.1.8 Definition. A sphere congruence \( S : M^{n-1} \to \mathbb{RP}^{n+1}_O \) with two envelopes \( f, \hat{f} : M^{n-1} \to S^n \) is called Ribaucour (sphere) congruence if the normal 2-plane bundle spanned by any \(^9\) lifts \( f, \hat{f} : M^{n-1} \to \mathbb{RP}^{n+2}_O \) is flat.

3.1.9 We are now prepared to analyze the situation of case 1a in §3.1.2. We use an \( S \)-adapted frame such that, without loss of generality, \(^{10}\) \( \lambda df = \pm \lambda d\hat{f} \). Since \( f \) was assumed to be immersed, \( \lambda \neq 0 \). Now let \( \kappa := \pm 2\frac{\lambda}{\lambda} \), that is, \( 0 = \frac{\kappa}{2} df - d\hat{f} \). The Codazzi equations then yield

\[
0 = d(\frac{\kappa}{2} \omega_i - \chi_i) = \frac{1}{2} d\kappa \land \omega_i - \sum_j \omega_{ij} \land (\frac{\kappa}{2} \omega_j - \chi_j) = \frac{1}{2} d\kappa \land \omega_i.
\]

Hence \( d\kappa = 0 \) because the \( \omega_i \)'s are linearly independent, and \( \kappa := \frac{\kappa}{2} f - \hat{f} \) is a constant vector. Consequently, \( S \) is the tangent plane congruence of a surface \( f : M^2 \to Q^3_\kappa \) into the space \( Q^3_\kappa \) of constant curvature defined by \( \kappa \) (see Figure T.2). Moreover, the second envelope \( \hat{f} \) is either constant (if \( \kappa = 0 \)) or \( \hat{f} = \frac{\kappa}{2} (f - 2\frac{(f,K)}{(K,K)} K) \) is a Möbius transform of \( f \) (cf., §1.7.8).

3.1.10 The converse clearly holds: Given any surface \( f : M^2 \to Q^3_\kappa \) in a space of constant curvature, its tangent plane congruence is Ribaucour and the second envelope of the tangent plane congruence is either constant (the point at infinity of \( Q^3_0 \)) or a Möbius transform of \( f \). Thus the tangent plane congruence of any surface in a space of constant curvature gives a (Ribaucour) sphere congruence whose envelopes induce the same conformal structure on \( M \).

Hence we have obtained a first classification result:

3.1.11 Case 1a. The sphere congruence \( S : M^2 \to \mathbb{RP}^4_O \) is the common tangent plane congruence of its two (Möbius equivalent) envelopes in some quadric \( Q^3_\kappa \) of constant curvature.

Conversely, the tangent plane congruence of any surface in a space \( Q^3_\kappa \) of constant curvature provides a Ribaucour sphere congruence whose envelopes induce (weakly) conformally equivalent metrics.

\(^9\) Note that this 2-plane bundle does not depend on the choice of lifts for \( f \) and \( \hat{f} \).

\(^{10}\) Since \( dv = 0 \), locally \( v = du \); then \( f \to e^{-u} f \) yields a parallel rescaling of \( f \).
3.2 Darboux pairs of isothermic surfaces

The second case, 1b, of §3.1.2 is more interesting. Clearly, as discussed in the previous section, the sphere congruence under consideration is Ribaucour in this case, too. The condition 1b, $\hat{\lambda}^2 \det A = -\lambda^2 \det \hat{A}$, is distinguished from 1a only where $\det \hat{A} \neq 0$, that is, where $\hat{f}$ is immersed. Thus we restrict attention to (the open set of) points where $\det \hat{A} \neq 0$; the results then extend to all of $M^2$ by continuity — as long as we prohibit the singular set of $\hat{A}$ from having interior points. But such open singular set would fall into case 1a, and we assumed that the cases should not mix.

3.2.1 Thus $A$ and $\hat{A}$ simultaneously diagonalize in exactly one way,\(^{11}\) such that their eigenvalues satisfy $\hat{\lambda}_1 = \lambda \hat{a}_1$ and $\hat{\lambda}_2 = -\lambda \hat{a}_2$ with positive functions $\lambda, \hat{\lambda}$. Let $u := \frac{\ln \lambda - \ln \hat{\lambda}}{2}$. We choose an $S$-adapted frame $F$ that diagonalizes $A$ and $\hat{A}$, that is, $\omega_i = a_i \psi_i$ and $\chi_i = \hat{a}_i \psi_i$, and such that $f$ and $\hat{f}$ are parallel sections of the normal bundle of $S$. In particular, we have $\chi_1 = e^{-2u} \omega_1$ and $\chi_2 = -e^{-2u} \omega_2$. Now the Codazzi equations (1.3) yield

\[
\begin{align*}
d(e^{-u} \omega_1) &= d(e^u \chi_1) = e^u (du \wedge \chi_1 - \omega_1 \wedge \omega_2), \\
d(e^{-u} \omega_1) &= -e^{-u} (du \wedge \omega_1 + \omega_1 \wedge \omega_2) = -e^u (du \wedge \chi_1 - \omega_1 \wedge \omega_2); \\
d(e^{-u} \omega_2) &= -d(e^u \chi_2) = -e^u (du \wedge \chi_2 - \omega_2 \wedge \omega_1), \\
d(e^{-u} \omega_2) &= -e^{-u} (du \wedge \omega_2 + \omega_2 \wedge \omega_1) = e^u (du \wedge \chi_2 - \omega_2 \wedge \omega_1).
\end{align*}
\]

Hence $d(e^{-u} \omega_i) = 0$ (as well as $d(e^u \chi_i) = 0$), so that there are (local) coordinates $(x_1, x_2)$ with $dx_i = e^{-u} \omega_i = \pm e^u \chi_i$. Since

\[I_f = \sum_i \omega_i^2 = e^{2u} \sum_i dx_i^2 \quad \text{and} \quad I_\hat{f} = e^{-2u} \sum_i dx_i^2,
\]

these are conformal coordinates for both surfaces, $f$ as well as $\hat{f}$; and, because the $\frac{\partial}{\partial x_i}$‘s are the eigendirections of $A$ and $\hat{A}$, they are curvature line parameters.

We have proved that both envelopes ought to be “isothermic surfaces”:

3.2.2 Definition. A surface $f : M^2 \to S^3$ is called isothermic if, around each (nonumbilic) point, there exist conformal curvature line coordinates.

3.2.3 Note that this definition for isothermic surfaces works globally. However, since isothermic surfaces need not be analytic, arbitrarily unpleasant configurations of umbilics can occur — thus we will always work with umbilic-free surface patches or, at least, with surface patches that carry regular curvature line parameters.

In order to get our hands on umbilics (and on the global geometry of isothermic surfaces), some “better” definition will be needed.

\(^{11}\) By the determinant condition, only one, $A$ or $\hat{A}$, can be a multiple of the identity.
3.2.4 Additionally, we want to show that the enveloped sphere congruences in case 1b ($§3.1.2$) cannot take values in a fixed sphere complex — this distinguishes the case at hand from case 1a geometrically.

Assume that $S : M^2 \to K^\perp$ for some vector $K \in \mathbb{R}^5_1$. Then $K \perp dS$ and, consequently, $K = \hat{\mu}f + \mu \hat{f}$ with some functions $\mu, \hat{\mu}$. Taking derivatives we obtain $0 = (\hat{\mu}\omega_1 + \mu \chi_1)S_1 + (\hat{\mu}\omega_2 + \mu \chi_2)S_2 + d\hat{\mu}f + d\mu \hat{f}$. Thus $d\mu = d\hat{\mu} = 0$ and

$$
\begin{pmatrix}
\hat{\mu} & \mu \\
\hat{\lambda} & -\lambda
\end{pmatrix}
\begin{pmatrix}
\omega_1 \\
\chi_1
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
\hat{\mu} & \mu \\
\hat{\lambda} & \lambda
\end{pmatrix}
\begin{pmatrix}
\omega_2 \\
\chi_2
\end{pmatrix} =
\begin{pmatrix}
0 \\
0
\end{pmatrix}.
$$

Consequently ($\lambda$ and $\hat{\lambda}$ are positive) $\mu = \hat{\mu} \equiv 0$, so that $K = 0$, and $S$ cannot take values in a linear sphere complex.

Later, when reconsidering the Darboux transformation in the quaternionic setup, we will want to relax the requirement that the enveloped Ribaucour congruence not be immersed or not take values in a fixed sphere complex.$^{12}$ However, in our current situation, the following will be a good definition to work with:

3.2.5 Definition. Two (isothermic) surfaces are said to form a regular Darboux pair if they envelope an immersed Ribaucour sphere congruence that does not take values in a (fixed) linear sphere complex and if their induced metrics are (weakly) conformally equivalent.

One envelope is then said to be a Darboux transform of the other.

3.2.6 Note that by requiring our “Darboux sphere congruence” (that is, its envelopes form a Darboux pair) not to take values in a fixed linear complex, we rule out the sphere congruences occurring in case 1a. Thus, by the very definition, we obtain the converse of our characterization.

We will see later that any given isothermic surface allows (locally) a 4-parameter family ($\infty^4$) of Darboux transforms, that is, extends in $\infty^4$ ways to a Darboux pair (cf., [106]).

3.2.7 Also note that we need not require the surfaces of a Darboux pair to be isothermic by definition: Because a regular Darboux pair envelopes a sphere congruence that falls into$^{13}$ case 1b of $§3.1.2$, it follows that both surfaces of a Darboux pair have to be isothermic where they are regular.

3.2.8 Case 1b. The sphere congruence is Ribaucour and, around points where both envelopes are immersed, there exist (common) conformal curvature line coordinates for both envelopes; moreover, the sphere congruence

$^{12}$ For example, we will want to consider two orthogonal nets on a 2-sphere as a (degenerate case of) a Darboux pair, in which case the sphere congruence is constant.

$^{13}$ “Ribaucour and same conformal structure” implies case 1, “not values in a fixed sphere complex” rules out, as discussed above, case 1a.
does not take values in a fixed linear sphere complex: Its envelopes form a regular Darboux pair of isothermic surfaces.

The converse holds by the definition of a regular Darboux pair.

3.3 Aside: Transformations of isothermic surfaces

Isothermic surfaces have an exceptionally rich transformation theory related, for example, with their integrable systems description in terms of “curved flats” (cf., [71]). Because most aspects of this transformation theory are dealt with much more smoothly in the quaternionic/Clifford algebra setup of Möbius geometry, we will only touch on the most important topics in the present section: We will briefly discuss the curved flat description and the spectral transformation related to it [46]; then we will turn to Christoffel’s classical work [70] and discuss his transformation for isothermic surfaces.

3.3.1 An investigation of the Gauss equation (1.2) shows that the “extended Gauss map” \( p \mapsto \gamma(p) := \text{span}\{S(p), d_p S(T_p M)\} \) of the sphere congruence S enveloped by a (regular) Darboux pair yields a flat vector space bundle over \( M^2 \):

\[
0 = \omega_1 \wedge \chi_2 + \chi_1 \wedge \omega_2 = \varrho_{12} - \psi_1 \wedge \psi_2 \quad \text{and}
0 = d\psi_1 + \omega_{12} \wedge \psi_2 = d\psi_2 - \omega_{12} \wedge \psi_1.
\]

Note that flatness of the extended Gauss map is a frame-independent notion.

Because the normal 2-plane bundle \( p \mapsto \text{span}\{f(p), \hat{f}(p)\} \) of S is flat, too (since S is Ribaucour; cf., §3.1.8), the map \( \gamma : M^2 \to O_1(5)/O(3) \times O_1(2) \) into the (pseudo-Riemannian symmetric) space of point pairs in \( S^3 \) defines a curved flat [46]. Remember that a curved flat \( \gamma : M \to G/K \) in a reductive homogeneous space (or semi-Riemannian symmetric space) is characterized by the fact that the \( p \)-part \( \Phi_p \) of the connection form \( \Phi = \Phi_t + \Phi_p \) of any lift \( F : M \to G \) is an abelian 1-form, that is, \( [\Phi_p \wedge \Phi_p] = 0 \) (see §2.2.3).

3.3.2 Lemma. The extended Gauss map

\( M^2 \ni p \mapsto \gamma(p) := \{f(p), \hat{f}(p)\} \perp \in O_1(5)/K, \) where \( K = O(3) \times O_1(2) \),

of a Darboux sphere congruence S with envelopes f and \( \hat{f} \) (that form a Darboux pair of isothermic surfaces) is a curved flat in the (symmetric)

\[
\frac{O_1(5)}{O(3) \times O_1(2)}
\]

of point pairs in the conformal 3-sphere.

\[14\) Note that this extended Gauss map does not depend on a choice of homogeneous coordinates; it only depends on the honest sphere congruence \( S : M^2 \to \mathbb{R}P^4 \).

3.3.3 It is an entirely general fact that curved flats appear in associated, or spectral, families (cf., [112]): implanting a “spectral parameter” \( \mu \) into the connection form \( \Phi \) of a lift \( F : M \to G \) of a curved flat \( \gamma : M \to G/K \),

\[
\Phi_{\mu} := \Phi_{\text{t}} + \mu \Phi_{\text{p}},
\]

it is a direct consequence of the Maurer-Cartan equations together with the curved flat condition \( [\Phi_{\text{p}} \wedge \Phi_{\text{p}}] = 0 \) that the obtained connection forms \( \Phi_{\mu} \) satisfy the integrability condition for all \( \mu \), again\(^{15}\):

\[
d\Phi_{\mu} + \frac{1}{2} [\Phi_{\mu} \wedge \Phi_{\mu}] = \left\{ d\Phi_{\text{t}} + \frac{1}{2} [\Phi_{\text{t}} \wedge \Phi_{\text{t}}] + \frac{1}{2} \mu^{2} [\Phi_{\text{p}} \wedge \Phi_{\text{p}}] \right\} = 0.
\]

Thus, integrating these connections forms \( \Phi_{\mu} \), we obtain a family of lifts \( F_{\mu} \) of curved flats \( \gamma_{\mu} \).\(^ {16}\) Moreover, the resulting curved flats \( \gamma_{\mu} \) do not depend on the choice of lift for \( \gamma = \gamma_{1} \): If \( F \mapsto FH, \ H : M \to K \), is a gauge transformation of the original lift \( F \) of the curved flat \( \gamma \), then

\[
\Phi_{\mu} = \Phi_{\text{t}} + \mu \Phi_{\text{p}} \mapsto (\text{Ad}_{H} \Phi_{\text{t}} + H^{-1}dH) + \mu \text{Ad}_{H} \Phi_{\text{p}},
\]

showing that \( F_{\mu} \mapsto (FH)_{\mu} = F_{\mu}H \) are gauge transforms of the \( F_{\mu} \), and hence are projecting to the same curved flats \( \gamma_{\mu} \) as the \( F_{\mu} \)’s.

3.3.4 By applying these observations to our situation of Darboux pairs of isothermic surfaces,\(^ {17}\) we obtain a 1-parameter family of Darboux pairs from a given Darboux pair: Introducing the spectral parameter \( \mu \) into the connection form of an adapted frame for a Darboux pair of isothermic surfaces (normalized as in §3.2.1) yields a 1-parameter family

\[
\Phi_{\mu} = \left( \begin{array}{cccc}
0 & \omega_{12} & -\psi_{1} & \mu \omega_{1} \\
-\omega_{12} & 0 & -\psi_{2} & \mu \omega_{2} \\
\psi_{1} & \psi_{2} & 0 & 0 \\
-\mu \chi_{1} & -\mu \chi_{2} & 0 & 0 \\
-\mu \omega_{1} & -\mu \omega_{2} & 0 & 0
\end{array} \right)
(3.1)
\]

of connection forms of the same structure. In particular,

\[
e^{-u} \omega_{i} = \pm e^{u} \chi_{i} = dx_{i}
\]

\(^{15}\) The integrability of the \( \Phi_{\mu} \)’s is actually a characterization for curved flats, by this computation. Remember that we defined \( [\Phi \wedge \Psi](x, y) := [\Phi(x), \Psi(y)] - [\Phi(y), \Psi(x)] \) (see Footnote 1.33).

\(^{16}\) Note that the frames \( F_{\mu} \) are unique up to left translation by a constant element in the group \( G \); hence, the curved flats \( \gamma_{\mu} \) are well defined up to their “position” in \( G/K \).

\(^{17}\) It can actually be shown that, under suitable regularity assumptions, any curved flat in the symmetric space of point pairs gives rise to a Darboux pair of isothermic surfaces [46]. However, for our purposes, it is sufficient to see that the curved flats \( \gamma_{\mu} \) obtained by \( \mu \)-deforming a Darboux pair of isothermic surfaces yields Darboux pairs, again.
provide simultaneous conformal curvature line parameters \((x_1, x_2)\) for all the surfaces \(f_\mu := F_\mu e_0\) and \(\hat{f}_\mu := F_\mu e_\infty\), where \(F_\mu, dF_\mu = F_\mu \Phi_\mu\), denote lifts of the curved flats \(\gamma_\mu = \{f_\mu, \hat{f}_\mu\}^\perp\).

These observations are worth being condensed to a lemma—definition:

**3.3.5 Lemma and Definition.** Let \(\Phi = \Phi_t + \Phi_p\) denote the connection form of a frame \(F\) of the curved flat \(\gamma = \{f, \hat{f}\}^\perp\) corresponding to a Darboux pair of isothermic surfaces. Then, all connection forms \(\Phi_\mu := \Phi_t + \mu \Phi_p\) are integrable to provide frames \(F_\mu\) of curved flats corresponding to Darboux pairs \((f_\mu, \hat{f}_\mu)\).

The family \((f_\mu, \hat{f}_\mu)_{\mu \in \mathbb{R}}\) will be called the spectral family of Darboux pairs, the transformation \((f, \hat{f}) \mapsto (f_\mu, \hat{f}_\mu)\) will be called spectral transformation.\(^{18}\)

**3.3.6** Note that, on one hand, the frames \(F_\mu\) are uniquely determined by the \(\Phi_\mu\)'s up to postcomposition by a constant element of \(O_1(5)\), and, on the other hand, \(\Phi = \Phi_1\) does not depend on the position of the Darboux pair in the conformal 3-sphere. Thus the Darboux pairs \((f_\mu, \hat{f}_\mu)\) are unique up to Möbius transformation and do not depend on the position of the original Darboux pair, that is, the spectral transformation is a transformation between Möbius equivalence classes of Darboux pairs.

We will see later that \(f_\mu\) does not even depend on the Darboux pair, but only on the isothermic surface \(f\). This will prove the classical notion of the “\(T\)-transformation,” a slightly modified version of our spectral transformation (instead of \(\mu\) we use \(\lambda = \mu^2\) as a real parameter), to be a well-defined transformation for Möbius equivalence classes of isothermic surfaces. In this context the quaternionic model for Möbius geometry, as discussed in the following chapter, will turn out to be very useful.

**3.3.7 Example.** Writing the connection form (3.1) in terms of conformal curvature line parameters \((x_1, x_2)\) and making an ansatz for the forms \(\psi_i,\)

\[
\begin{align*}
\psi_1 &= (He^u + \hat{H}e^{-u})dx_1, \\
\omega_1 &= e^u dx_1, \\
\chi_1 &= e^{-u} dx_1, \\
\psi_2 &= (He^u - \hat{H}e^{-u})dx_2, \\
\omega_2 &= e^u dx_2, \\
\chi_2 &= -e^{-u} dx_2,
\end{align*}
\]

(3.2)

with suitable functions \(H\) and \(\hat{H}\), the Codazzi equations (1.3) show that the form \(\omega_{12} = \frac{\partial u}{\partial x_2} dx_1 - \frac{\partial u}{\partial x_1} dx_2 = -\star du\), and \(dH = 0\) if and only if \(d\hat{H} = 0\).

Now we assume \(H\) (and, consequently, \(\hat{H}\)) to be constant; excluding the case \(H = \hat{H} \equiv 0\), where the surfaces \(f\) and \(\hat{f}\) take values in a fixed 2-sphere \(S\), we may assume \(\hat{H} \neq 0\). Then, by a (constant) gauge transformation

\[^{18}\) Later a slightly modified version of this transformation will go by the name Calapso transformation, or \(T\)-transformation for short; it also provides a conformal deformation for isothermic surfaces, as will be discussed later.
\((f, \hat{f}) \mapsto (-\frac{1}{\hat{H}} f, -\hat{H} \hat{f})\) and altering \(u\) appropriately, we achieve \(\hat{H} \equiv -1\). Consequently,

\[ \mathcal{K}_{\mu} := \mu^2 (S_{\mu} + H(\frac{1}{\mu} f_{\mu})) - (\mu \hat{f}_{\mu}) \]

is a constant vector, \(d\mathcal{K}_{\mu} = 0\), and the surfaces

\[ \frac{1}{\mu} f_{\mu} : M^2 \to Q^3(2H - \mu^2)\mu^2 \]

take values in the spaces of constant curvature \(2H\mu^2 - \mu^4 = -|\mathcal{K}_{\mu}|^2\) determined by \(\mathcal{K}_{\mu}\) since \(\langle \frac{1}{\mu} f_{\mu}, \mathcal{K}_{\mu} \rangle \equiv -1\) (see §1.4.1). Determination of the tangent plane congruence \(T_{\mu} = S_{\mu} + \mu^2 f_{\mu}\) of a surface \(\frac{1}{\mu} f_{\mu}\), by \(\langle \mathcal{K}_{\mu}, T_{\mu} \rangle \equiv 0\), allows one to compute the second fundamental form of \(\frac{1}{\mu} f_{\mu}\) since \(T_{\mu}\) can be interpreted as a unit normal field of \(\frac{1}{\mu} f_{\mu}\) as a hypersurface of \(Q^3(2H - \mu^2)\mu^2\) — thus we have

\[ I = e^{2u}(dx_1^2 + dx_2^2) \quad \text{and} \quad II = (H - \mu^2) I - (dx_1^2 - dx_2^2), \]

showing that the surfaces \(\frac{1}{\mu} f_{\mu}\) are all isometric and have constant mean curvature \(H_{\mu} = H - \mu^2\). Hence we have identified the (spectral) transformation \(\mu \mapsto \frac{1}{\mu} f_{\mu}\) as Lawson’s correspondence. Note that the mean curvatures \(H_{\mu}\) of \(\frac{1}{\mu} f_{\mu}\) and the ambient space’s curvatures \(\kappa_{\mu} = (2H - \mu^2)\mu^2\) are related by a quadratic equation, \(\kappa_{\mu} + H^2_{\mu} \equiv H^2 = \kappa_{\max}\). Here \(\kappa_{\max}\) denotes the maximum value of the ambient space’s curvature \(\kappa_{\mu}\) that is attained\(^{19}\) for \(\mu^2 = H\), where the surface \(\frac{1}{\mu} f_{\mu}\) becomes minimal, \(H_{\mu} = 0\).

3.3.8 Given a Darboux pair \((f, \hat{f})\), its spectral transform becomes singular as \(\mu \to 0\), when they are computed using the form (3.1) of the connection forms for the family of curved flats: Clearly, \(df_0 = 0\) as well as \(d\hat{f}_0 = 0\). However, applying \(\mu\)-dependent gauge transformations

\[ (f_{\mu}, \hat{f}_{\mu}) \mapsto (\frac{1}{\mu} f_{\mu}, \mu \hat{f}_{\mu}) \quad \text{or} \quad (f_{\mu}, \hat{f}_{\mu}) \mapsto (\mu f_{\mu}, \frac{1}{\mu} \hat{f}_{\mu}) \quad (3.3) \]

while sending \(\mu \to 0\), only one surface degenerates, say \(\hat{f}_{\mu}\), and can be interpreted as the point \(\infty\) at infinity of the \(Q^3_0\) determined by \(\mathcal{K} := -\hat{f}_0\), so that \(f_0\) takes values in that Euclidean space. Since \(S_0 \perp \hat{f}_0\), the (Darboux) sphere congruence \(S_0\) then becomes the tangent plane congruence of \(f_0\). Thus, with the ansatz (3.2), we compute the first and second fundamental forms of \(f_0\) (and of \(\hat{f}_0\) by taking the reverse gauge in (3.3)) to find that

\(^{19}\) In the present setup it actually makes sense to consider also \(\mu^2 < 0\), that is, \(\mu \in i\mathbb{R}\); this will be discussed in more detail later.
the fundamental forms of one surface are determined by those of the other surface:

\[
\begin{align*}
I &= e^{2u}(dx_1^2 + dx_2^2) \\
II &= H I + H (dx_1^2 - dx_2^2)
\end{align*}
\] \quad \leftrightarrow \quad \begin{align*}
\hat{I} &= e^{-2u}(dx_1^2 + dx_2^2) \\
\hat{II} &= \hat{H} \hat{I} + \hat{H} (dx_1^2 - dx_2^2).
\end{align*}

Hence both surfaces are — in “different” Euclidean spaces — isothermic, with corresponding conformal curvature line parameters, reciprocal conformal factors, and with their mean curvature and (real) Hopf differentials exchanged.

3.3.9 Conversely, two such isothermic surfaces \( f_0 \) and \( \hat{f}_0 \) in Euclidean space can be used to generate a family of Darboux pairs of isothermic surfaces in the conformal 3-sphere via (3.2) and (3.1), with these surfaces as limiting cases as \( \mu \to 0 \), by defining \( \Phi_\mu \) in terms of their fundamental quantities and then integrating \( \Phi_\mu \).

3.3.10 Another observation is the following: Since one of the surfaces, \( f_\lambda \) or \( \hat{f}_\lambda \), shrinks to a point (at infinity), the sphere congruence \( S \) becomes the tangent plane congruence of the other — while the circles intersecting the spheres of the congruence orthogonally in the points of contact with its envelopes become more and more straight lines. Thus the two surfaces have more and more parallel tangent planes (cf., [152]). This observation may motivate the following problem of Christoffel

3.3.11 Christoffel’s problem. Let \( f, f^* : M^2 \to \mathbb{R}^3 \) be two surfaces with parallel Gauss maps, \( n = \pm n^\ast \), such that their induced metrics are conformally equivalent, \( \lambda^2 I = (\lambda^* )^2 I^* \); characterize the surfaces and their relation.

3.3.12 As for our investigations of Blaschke’s problem (see Section 3.1) we distinguish three cases that we formulate in terms of the Weingarten tensor fields \( A, A^* \) of \( f \) and \( f^* \), respectively:

1. \( A, A^* \) and the identity \( I \) are linearly dependent, and the Gauss curvatures \( K = \det A \) and \( K^* = \det A^* \) of \( f \) and \( f^* \)
   a. have the same sign, \( KK^* > 0 \), or
   b. have opposite signs, \( KK^* < 0 \).
2. \( A, A^* \) and \( I \) are linearly independent.

3.3.13 Regularity assumption. We will consider \( n \) (as well as \( n^* \)) to be regular, that is, \( KK^* \neq 0 \). Moreover, we will assume that our surface pair \((f, f^*)\) globally falls into one of the mentioned categories.

\[20\] Well, Christoffel himself was motivated by another observation concerning the relation between associated minimal surfaces, as we will discuss below.

\[21\] Variations and generalizations of this problem have been considered by various authors after Christoffel; see [249], [230], [215], [290], [291], [84], and [47].
3.3.14 Christoffel’s problem is a Euclidean problem — the problem does not make any sense in Möbius geometry since the term “parallel” does not. As a purely Euclidean problem we will give the problem a Euclidean treatment, using the classical technology. Most of the analysis of this problem will be taken care of by the following lemma. To simplify the computation, we will assume the existence of curvature line parameters on one of the two surfaces, say \( f \). In cases 1b and 2, this is not a restriction because it is implied by the assumptions; in case 1a, the general statement will follow from the “generic” situation by a continuity argument.

3.3.15 Lemma. Let \( f : M^2 \rightarrow \mathbb{R}^3 \) be an immersion given in terms of curvature line coordinates, \( I = E \, dx_1^2 + G \, dx_2^2 \) and \( I = L \, dx_1^2 + N \, dx_2^2 \). Then the integrability conditions for an immersion \( f^* : M^2 \rightarrow \mathbb{R}^3 \) with parallel tangent planes, \( \frac{\partial}{\partial x_1} f^* = \alpha \frac{\partial}{\partial x_1} f + \gamma \frac{\partial}{\partial x_2} f \) and \( \frac{\partial}{\partial x_2} f^* = -\beta \frac{\partial}{\partial x_1} f + \delta \frac{\partial}{\partial x_2} f \), read

\[
\begin{align*}
0 &= \frac{\partial}{\partial x_2} \alpha + \frac{\partial}{\partial x_1} \beta + \frac{1}{2E}[(\alpha - \delta) \frac{\partial}{\partial x_2} E + \beta \frac{\partial}{\partial x_1} E - \gamma \frac{\partial}{\partial x_1} G] \\
0 &= \frac{\partial}{\partial x_1} \delta - \frac{\partial}{\partial x_2} \gamma + \frac{1}{2G}[(\delta - \alpha) \frac{\partial}{\partial x_2} G + \beta \frac{\partial}{\partial x_1} E - \gamma \frac{\partial}{\partial x_1} G] \\
0 &= \beta L + \gamma N,
\end{align*}
\]

and its first and second fundamental forms (with respect to \( n \)) are given by

\[
\begin{align*}
I^* &= (\alpha^2 E + \gamma^2 G) dx_1^2 - 2(\alpha \beta E - \gamma \delta G) dx_1 dx_2 + (\beta^2 E + \delta^2 G) dx_2^2, \\
II^* &= \alpha L \, dx_1^2 - (\beta L - \gamma N) dx_1 dx_2 + \delta N \, dx_2^2.
\end{align*}
\]

3.3.16 Proof. By a straightforward computation using

\[
\begin{align*}
\frac{\partial}{\partial x_1} \frac{\partial}{\partial x_1} f &= \frac{1}{2E} \left( \frac{\partial}{\partial x_1} E \right) \frac{\partial}{\partial x_1} f - \frac{1}{2G} \left( \frac{\partial}{\partial x_1} G \right) \frac{\partial}{\partial x_2} f + L n, \\
\frac{\partial}{\partial x_1} \frac{\partial}{\partial x_2} f &= \frac{1}{2E} \left( \frac{\partial}{\partial x_2} E \right) \frac{\partial}{\partial x_1} f + \frac{1}{2G} \left( \frac{\partial}{\partial x_1} G \right) \frac{\partial}{\partial x_2} f, \\
\frac{\partial}{\partial x_2} \frac{\partial}{\partial x_2} f &= - \frac{1}{2E} \left( \frac{\partial}{\partial x_1} G \right) \frac{\partial}{\partial x_1} f + \frac{1}{2G} \left( \frac{\partial}{\partial x_2} G \right) \frac{\partial}{\partial x_2} f + N n.
\end{align*}
\]

The details shall be left as an exercise for the reader. 

3.3.17 In the cases 1a and 1b of §3.3.12, the Weingarten tensor fields \( A \) and \( A^* \) are, just as in §3.1.2, simultaneously diagonalizable, that is, the curvature lines of \( f \) and \( f^* \) correspond where they are (uniquely) defined. Thus, in the above lemma in §3.3.15, we have \( 0 = \beta L + \gamma N \) from (3.5) as well as \( 0 = \beta L - \gamma N \) from (3.6), since the coordinate lines we use are curvature lines for \( f^* \), too. As a consequence, \( \beta = \gamma \equiv 0 \) since we assumed \( n \) to be regular, \( K \neq 0 \).

Conformality of the induced metrics now implies that \( \alpha^2 = \delta^2 \), and from \( K^* = \frac{1}{\alpha \delta} K \) we deduce \( \delta = +\alpha \neq 0 \) in case 1a and \( \delta = -\alpha \neq 0 \) in case 1b.

In case 1a, the integrability conditions (3.5) then read \( d\alpha = 0 \). Hence:
3.3.18 Case 1a. The two surfaces \( f \) and \( f^* \) are similar: \( f^* = \alpha f + c \) with constant \( \alpha \in \mathbb{R} \setminus \{0\} \) and \( c \in \mathbb{R}^3 \). Conversely, any surface \( f : M^2 \to \mathbb{R}^3 \) and a scale translation of \( f \) form a pair of surfaces with parallel tangent planes and conformally equivalent metrics.

3.3.19 In case 1b, \( \delta = -\alpha \neq 0 \) and \( \beta = \gamma = 0 \), as above, and (3.5) becomes

\[
0 = \frac{1}{\alpha} \frac{\partial}{\partial x_2} \alpha + \frac{1}{E} \frac{\partial}{\partial x_2} E \quad \text{and} \quad 0 = \frac{1}{\alpha} \frac{\partial}{\partial x_1} \alpha + \frac{1}{G} \frac{\partial}{\partial x_1} G.
\]

As a consequence, \( 0 = \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_2} \ln E - \frac{\partial}{\partial x_2} \frac{\partial}{\partial x_1} \ln G = \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_2} \ln \frac{E}{G} \), showing that \( \frac{E}{G} \) is a fraction of two functions of one variable. Hence, by a suitable change \( \tilde{x}_1 = \tilde{x}_1(x_1) \) and \( \tilde{x}_2 = \tilde{x}_2(x_2) \) of curvature line coordinates, a conformal parametrization is obtained, \( \tilde{E} = \tilde{G} = e^{2u} \), identifying \( f \) (as well as \( f^* \)) as isothermic surfaces.

What we just discussed is nothing but Weingarten’s criterion \([299]\) for a surface to be isothermic\(^{22})\): Using Rothe’s form from \([247]\) of Weingarten’s invariant 1-form, as discussed in §P.6.5, we find

\[
\pm d\Omega = \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_2} (\ln \frac{E}{G}) \, dx_1 \wedge dx_2,
\]

so that \( f \) is an isothermic surface if and only if \( d\Omega = 0 \).

Moreover, \( \alpha = e^{-2u} \) up to some multiplicative constant, so that \( I^* \) and \( II^* \) in (3.6) take the form of \( \hat{I} \) and \( \hat{II} \) from (3.4).

3.3.20 Case 1b. The two surfaces \( f \) and \( f^* \) are isothermic such that they allow common conformal curvature line coordinates with reciprocal conformal factors. In these coordinates their mean curvatures and Hopf differentials interchange roles, that is, they appear as limiting surfaces of a spectral family of Darboux pairs:

\[
\begin{align*}
I &= e^{2u}(dx_1^2 + dx_2^2) \\
II &= HI + H^*(dx_1^2 - dx_2^2)
\end{align*}
\]

\[
\left\{ \begin{array}{l}
I^* = e^{-2u}(dx_1^2 + dx_2^2) \\
II^* = H^*I^* + H(dx_1^2 - dx_2^2)
\end{array} \right.
\]

3.3.21 Such surface pairs \((f,f^*)\) are usually called “dual isothermic surfaces,” or “Christoffel pairs”: We will use the geometric characterization from Christoffel’s problem in §3.3.11 to define this terminology. To exclude the two cases 1a and 2 from §3.3.12, we explicitly exclude the trivial case 1a (as we did for Darboux pairs in §3.2.5), and we require the curvature lines of \( f \) and \( f^* \) to correspond, thusly excluding case 2:

3.3.22 Definition. Two (isothermic) surfaces \( f, f^* : M^2 \to \mathbb{R}^3 \) that are not similar are said to form a Christoffel pair, or a pair of dual surfaces,

\(^{22})\) Compare also [65], [164], [244], and [246]; [53]; [233], [235], and [236].
if they have (pointwise) parallel tangent planes such that their curvature directions correspond, and if their induced metrics are conformally equivalent.

One surface is then said to be a Christoffel transform of the other.

3.3.23 As for Darboux pairs (cf., §3.2.8), Christoffel pairs give, by definition, a surface pair falling into case 1b of our classification of §3.3.12.

However, we can do better: Suppose we are given an isothermic surface in terms of conformal curvature line coordinates, and let \( e^{2u} \) be the conformal factor. Then it is straightforward to see that the 1-form

\[
df^* = e^{-2u} \left[ \frac{\partial}{\partial x_1} f - \frac{\partial}{\partial x_2} f \right]
\]

is closed and therefore (locally) integrates to give a Christoffel partner for \( f \), from the lemma in §3.3.15. Thus:

3.3.24 Corollary. Given an umbilic-free isothermic surface \( f : M^2 \to \mathbb{R}^3 \), there is (locally) a Christoffel transform \( f^* : M^2 \supset U \to \mathbb{R}^3 \) of \( f \).

3.3.25 Example. If \( f : M^2 \to \mathbb{R}^3 \) is a surface of constant mean curvature \( H \neq 0 \), then its parallel surface \( f^* := f + \frac{1}{H} n \) is a surface of constant mean curvature \( H^* = H \) when using \( n^* := -n \) as its Gauss map (cf., §2.7.4).

Moreover, by the Cayley-Hamilton identity, the third fundamental form of \( f \) is \( \mathbb{III} = 2H \mathbb{II} - K \mathbb{I} \), so that \( I^* = I - \frac{2}{H} \mathbb{II} + \frac{1}{H^2} \mathbb{III} = \frac{H^2}{H} K I \) is conformally equivalent to \( I \). Clearly the curvature lines of \( f \) and \( f^* \) coincide. Hence \( f \) and \( f^* \) form a Christoffel pair of isothermic surfaces.

On the other hand, \( f \) and \( f^* \) envelope a (Ribaucour) congruence of spheres, with constant radius \( \frac{1}{2H} \). Consequently, they also form a Darboux pair — in fact, this can be shown to be a characterization of constant mean curvature surfaces in \( \mathbb{R}^3 \) (cf., [147]).

3.3.26 In the previous example we had \( dn + H df = H^* df^* \), where \( H^* = H \) was the (constant) mean curvature of \( f^* \). This formula can be generalized for arbitrary isothermic surfaces:

3.3.27 Lemma. If \( f, f^* : M^2 \to \mathbb{R}^3 \) form a Christoffel pair, then

\[
dn + H df = H^* df^*, \tag{3.8}
\]

where \( H^* \) is the mean curvature of \( f^* \) with respect to \( n^* := -n \).

3.3.28 Proof. Away from umbilics we may choose conformal curvature line parameters \( (x_1, x_2) \) for \( f \); then \( -dn = k_1 \frac{\partial}{\partial x_1} f \, dx_1 + k_2 \frac{\partial}{\partial x_2} f \, dx_2 \). Consequently, by (3.7),

\[
dn + H df = -k_1 - k_2 \left[ \frac{\partial}{\partial x_1} f \, dx_1 - \frac{\partial}{\partial x_2} f \, dx_2 \right] = \lambda df^*
\]
is a multiple of the differential of \( f^* \), with a suitable function \( \lambda \). By symmetry, \(-dn + H^*df^* = \lambda^*df\). Combining the two, the claim follows since \( df \) and \( df^* \) are linearly independent.

\[ 
3.3.29 \text{ Example.} \text{ Knowing that a minimal surface } f : M^2 \to \mathbb{R}^3 \text{ is isothermic (3.8) shows that its Gauss map } n : M^2 \to S^2 \text{ complements } f \text{ as a Christoffel partner,}^{23} \text{ which is unique up to scaling and translation. However, given a map } n : M^2 \to S^2 \text{, its Christoffel partner is unique (up to translation) only after fixing a \text{“curvature line net” or, equivalently, a \text{“Hopf differential.” Without this additional information, the family of minimal surfaces mentioned in case 2 below provides as many Christoffel partners for } n \text{ as there are holomorphic functions — as one expects, knowing about the Weierstrass representation.}

Using a minimal surface together with its Gauss map as the limiting surfaces for a spectral family of Darboux pairs (cf., §3.3.8), we obtain a family of surfaces of constant mean curvature \( H_\mu = -\mu^2 \) in hyperbolic spaces \( Q^3_{-\mu^4} \). This gives\(^{24} \) the Umehara-Yamada perturbation of minimal surfaces into cmc-1 surfaces in hyperbolic space (cf., [153]) — we will study this fact in more detail later, after introducing the quaternionic model for Möbius geometry.

\[ 
3.3.30 \text{ Now we turn to the remaining case 2 of §3.3.12: This is the case that actually caught Christoffel’s interest, as the title of his paper [70] indicates.}

In the case at hand, the Weingarten operators do not simultaneously diagonalize. On the other hand, \( n^* = \pm n \), so that the third fundamental forms of \( f \) and \( f^* \) coincide, that is, \( I(., A^2.) = I^*(., (A^*)^2.) \). Hence, by the conformality assumption in Christoffel’s problem in §3.3.11, we conclude that \( (\lambda^*A)^2 = (\lambda A^*)^2 \). Then, by the same Cayley-Hamilton argument as in §3.1.2, both surfaces \( f \) and \( f^* \) have to be minimal, \( H = 0 \) and \( H^* = 0 \).

Minimal surfaces are isothermic. Therefore, in the formulas of §3.3.15, we can assume that \( E = G \) and \( L + N = 0 \) — note that, by the regularity of \( n \), we have automatically excluded umbilics. The third equation in (3.5) then yields \( \gamma = \beta \) with \( \beta \neq 0 \), since we assumed that the curvature lines of \( f \) and \( f^* \) do not line up, and conformality gives \( \alpha \beta = \gamma \delta \Leftrightarrow \alpha = \delta \), by (3.6).

Assuming that \( \frac{\partial}{\partial x_1} f, \frac{\partial}{\partial x_2} f, \) and \( n \) form a positively oriented basis in \( \mathbb{R}^3 \) the ansatz for \( df^* \) from §3.3.15 can now be rewritten as

\[ 
df^* = \alpha df + \beta n \times df; 
\]

\( ^{23} \)This can also be argued directly: Conformality is checked by using the Cayley-Hamilton identity, \( III = -KI \), and curvature lines are not an issue because, for a totally umbilic surface, any orthogonal net is a \text{“curvature line net.”}

\( ^{24} \)We may also allow imaginary values of \( \mu \): This is equivalent to choosing \(-f^* \) instead of \( f^* \) as a Christoffel transform to generate the spectral family of Darboux pairs, or to interchanging the roles of the curvature lines.
moreover, the integrability conditions (3.5) become the Cauchy-Riemann equations for $\alpha + i\beta$,

$$\frac{\partial}{\partial x_1} \alpha - \frac{\partial}{\partial x_2} \beta = 0 \quad \text{and} \quad \frac{\partial}{\partial x_2} \alpha + \frac{\partial}{\partial x_1} \beta = 0.$$  

The converse follows by straightforward computation, using the fact that $f$ is minimal. Thus we have:

3.3.31 Case 2. The two surfaces $f$ and $f^*$ are minimal surfaces whose differentials are holomorphic multiples of each other:

$$df^* = (\alpha + \beta n \times) df, \quad \text{where} \quad \alpha + i\beta : M^2 \to \mathbb{C}$$

is a holomorphic function. Conversely, any two such minimal surfaces have parallel tangent planes and conformally equivalent metrics.

3.3.32 Note that the associated family of minimal surfaces occurs as a special case where $\alpha + i\beta = e^{i\theta}$ is a constant of unit length.

3.4 Dual pairs of conformally minimal surfaces

In the last case 2 of §3.1.2, the enveloped sphere congruence is not Ribaucour; if it was the Weingarten tensors $A$ and $\hat{A}$ could be diagonalized simultaneously by the lemma in §3.1.6 and, consequently, $A$, $\hat{A}$, and $id$ would be linearly dependent since we are in dimension $\dim M = 2$. However, the condition $\text{tr}A = 0$ characterizes the sphere congruence as a special sphere congruence for its envelope $f$; we will start by discussing the corresponding relation between a surface and an enveloped sphere congruence in a more general setup:

3.4.1 Lemma and Definition. Given an immersion $f : M^{n-1} \to S^n$, there is exactly one sphere congruence $Z : M^{n-1} \to S^{n+1}_1$ such that the corresponding Weingarten tensor $A_Z$ (of $f$ with respect to $Z$ as a normal field) has trace $\text{tr}A_Z = 0$.

This sphere congruence is called the central sphere congruence of $f$; in the case of dimension $\dim M = 2$, it is also called the conformal Gauss map of $f$.

3.4.2 Proof. Choose any light cone representative $f : M^{n-1} \to L^{n+1}$ of the immersion and any sphere congruence $S : M^{n-1} \to S^{n+1}$ enveloped by $f$ to obtain a strip $(f, S)$. Any different choice (“admissible change”) of the strip, $(f, S) \mapsto (e^uf, Z := S + af)$, has the effect

$$\langle df, df \rangle \mapsto e^{2u}\langle df, df \rangle \quad \text{and} \quad \langle df, dS \rangle \mapsto e^u(\langle df, dS \rangle + a\langle df, df \rangle).$$
Hence the Weingarten tensor $A_S$ changes by

$$A_S \mapsto A_Z = e^{-u}(A_S - a\text{id}).$$

This shows two things:

1. There is a unique sphere congruence $Z = S + \frac{\text{tr}A_S}{n-1} \cdot f$ such that $\text{tr}A_Z = 0$.
2. This sphere congruence does not depend on the choice of homogeneous coordinates for $f$, that is, the central sphere congruence is a well-defined object for a hypersurface in the conformal $n$-sphere $S^n$.

3.4.3 Sometimes, the central sphere $Z(p)$ of a hypersurface $f : M^{n-1} \to S^n$ at a point $f(p)$ is also called its “mean curvature sphere.” To justify this notion we compute the central sphere in terms of a stereographic projection (cf., §1.4.4).

Thus, let $f : M^{n-1} \to Q^n_\kappa$ denote an immersion into a quadric of constant curvature $\kappa = -|K|^2$ (cf., §1.4.1) and let $T : M^{n-1} \to K^\perp$ denote its tangent plane congruence (cf., §1.4.11). Since $T(p) \in \{f(p), K\}^\perp = T_{f(p)}Q^n_\kappa$ at every point $p \in M$, the tangent plane map $T$ can be interpreted as a unit normal vector field of $f$ as a hypersurface in the space $Q^n_\kappa$ of constant curvature. Hence $Z = T + \frac{1}{n-1}\text{tr}A_T f$ consists of spheres that have the same mean curvature $-\langle Z(p), K \rangle = H(p)$ as the hypersurface.

This observation is important enough to formulate it as a lemma:

3.4.4 Lemma. If $f : M^{n-1} \to Q^n_\kappa$ is an immersion into a space $Q^n_\kappa$ of constant curvature $\kappa$, then the central sphere congruence $Z$ consists of those spheres $Z(p)$ that have the same mean curvature $-\langle Z(p), K \rangle = H(p)$ as the hypersurface.

3.4.5 As an immediate consequence we obtain a Möbius geometric characterization for minimal hypersurfaces or, more generally, constant mean curvature hypersurfaces in spaces of constant curvature:

3.4.6 Corollary. A hypersurface $f : M^{n-1} \to S^n$ allows a minimal (constant mean curvature) stereographic projection $f : M^{n-1} \to Q^n_\kappa$ into a quadric of constant curvature if and only if its central sphere congruence takes values in a linear (affine: $\{S : \langle S, K \rangle = \text{const}\}$) sphere complex $K$.

3.4.7 Next we want to motivate the notion of the “conformal Gauss map” in the 2-dimensional case. By the Cayley-Hamilton identity, the induced
metric\(^{26}\)) of a sphere congruence \(S : M^2 \to S^4_1\) enveloped by an immersion satisfies \(I_S = I_f(., A^2_{S.}) = \text{tr}A_S \cdot I_f(., A_S) - \det A_S \cdot I_f\), where \(f : M^2 \to L^4\) is any lift of the immersion.

At nonumbilic points, \(A_S\) and the identity are linearly independent; hence \(I_S\) and \(I_f\) are conformally equivalent if and only if \(\text{tr}A_S = 0\).

At umbilics, on the other hand, \(A_S\) is (for any \(S\)) a multiple of the identity, so that \(\text{tr}A_S = 0 \iff A_S = 0\), that is, \(I_S\) degenerates exactly when \(\text{tr}A_S = 0\).

Thus we obtain a characterization of the central sphere congruence as the “conformal Gauss map” of a surface in the conformal 3-sphere:

3.4.8 Lemma. A surface \(f : M^2 \to S^3\) and its central sphere congruence \(Z : M^2 \to \mathbb{RP}^4_0\) induce (weakly) conformally equivalent metrics — the metric of \(Z\) degenerates exactly at the umbilics\(^{27}\) of \(f\).

This is a characterization of the conformal Gauss map.

3.4.9 Example. If \(f : M^2 \to Q^3_0 \cong \mathbb{R}^3\), then the induced metric of the central sphere congruence \(Z = T + Hf\) becomes

\[ I_Z = I_f(., A^2_{Z.}) = \frac{1}{4}(a_1 - a_2)^2 I_f = (H^2 - K) I_f, \]

where \(a_i\) are the principal curvatures of \(f\) and \(K = a_1 a_2\) its Gauss curvature. Thus \(I_Z\) turns out to be exactly the “conformal metric” from §P.6.4.

3.4.10 A special feature in dimension 2 is that an invertible endomorphism \(A\) has trace \(\text{tr}A = 0\) if and only if its inverse has \(\text{tr}A^{-1} = 0\). As a consequence, a regular sphere congruence \(S\) is the central sphere congruence of an immersion \(f\) if and only if the Weingarten tensor field \(A_f = A^{-1}_S\) of \(S\) with respect to \(f\) as an (isotropic) normal field has trace \(\text{tr}A_f = 0\). Thus we can check a sphere congruence for being central by observing its second fundamental form (cf., §1.7.6): Since

\[
\mathcal{II} = -\langle dS, df \rangle \hat{f} - \langle dS, \hat{df} \rangle f = I(., A.) \hat{f} + I(., \hat{A}. \hat{f}),
\]

where \(A = A_f\) and \(\hat{A} = A_f\) denote the Weingarten tensors with respect to \(f\) and \(\hat{f}\), respectively, we see that \(\text{tr}\mathcal{II}\) becomes isotropic if and only if \(S\) is the central sphere congruence for one of its envelopes, and \(S\) becomes

\(^{26}\) The metric \(I_S = \langle dS, dS \rangle\) does not depend on the lift \(S : M^2 \to S^4_1\) of \(S\) (sign of \(S\)); so the induced metric \(I_S\) of a sphere congruence is a well-defined global quantity.

\(^{27}\) This is where the mean curvature sphere becomes a curvature sphere; see §1.7.10.
3.4.11 Applying these observations to case 2 from §3.1.2, which we are currently investigating, tells us that the sphere congruence (that we assumed to be immersed) is minimal and is therefore the central sphere congruence of both of its envelopes, where those are immersed. Otherwise said, both envelopes are “conformally minimal”:

3.4.12 Definition. A surface \( f : M^2 \rightarrow S^3 \) is called conformally minimal if its central sphere congruence is, away from umbilics, a minimal surface.

3.4.13 Case 2. Around points where both envelopes \( f \) and \( \hat{f} \) of the sphere congruence \( S \) are immersed, it is the central sphere congruence of both envelopes at the same time, \( S = Z = \hat{Z} \). This is the case if and only if the sphere congruence \( S : M^2 \rightarrow \mathbb{RP}^4 \) is minimal.

On the other hand, the central sphere congruence of any conformally minimal surface falls into case 2 of §3.1.2, as soon as it is regular; the second envelope of the sphere congruence is then also conformally minimal where it is regular.

3.4.14 This last statement follows from the next theorem, below. In our setup, defining conformal minimality via the minimality of the central sphere congruence, this theorem is a rather direct consequence of the definition; however, choosing a different approach, which we will address in the following section, it requires a quite involved proof: See [40].

3.4.15 Theorem and Definition. The second envelope \( \hat{f} \) of the central sphere congruence \( Z \) of a conformally minimal surface \( f \) is (where regular) conformally minimal itself; it is called the dual surface of \( f \).

3.4.16 Proof. In our context, this theorem follows from the symmetry that we built into the definition of conformal minimality and from the following lemma, which is merely a reformulation of the considerations in §3.4.10. ▷

3.4.17 Lemma. Let \( f : M^2 \rightarrow S^3 \) be a surface such that the second envelope \( \hat{f} \) of its central sphere congruence \( Z \) is immersed. Then \( f \) is conformally minimal if and only if \( Z \) is the central sphere congruence of \( \hat{f} \).

3.4.18 Example. Let us, for a moment, equip our Minkowski space \( \mathbb{R}^5_1 \) with an orthonormal basis \((e_0, e_1, \ldots, e_4)\), that is, \( \langle e_i, e_j \rangle = \pm \delta_{ij} \) with \(-1\) for \( i = 0 \) and \(+1\) otherwise. Let

\[
\mathbb{R}^2/2\pi\mathbb{Z}^2 \ni (u, v) \mapsto f(u, v) = (1, \frac{\cos u}{\sqrt{2}}, \frac{\sin u}{\sqrt{2}}, \frac{\cos v}{\sqrt{2}}, \frac{\sin v}{\sqrt{2}}) \in Q_1^3
\]

28) Remember that we equipped the space \( \mathbb{RP}^4_0 \) of (unoriented) hyperspheres with the metric that makes \( S^4_1 \rightarrow \mathbb{RP}^4_0 \) a (double) pseudo-Riemannian cover.
parametrize the square Clifford torus. Because $f$ is a minimal surface, its
tangent plane congruence
\[ T(u, v) = (0, \frac{\cos u}{\sqrt{2}}, \frac{\sin u}{\sqrt{2}}, -\frac{\cos v}{\sqrt{2}}, -\frac{\sin v}{\sqrt{2}}) \in S^4_1 \]
coincides with its central sphere congruence, $Z = T$; alternatively, one easily
checks that the Weingarten tensor field $A_T = -\frac{\partial}{\partial u} du + \frac{\partial}{\partial v} dv$ has $\text{tr} A_T = 0$. The second envelope of the central sphere congruence $T$ becomes
\[ \hat{f}(u, v) = (-\frac{1}{2}, \frac{\cos u}{2\sqrt{2}}, \frac{\sin u}{2\sqrt{2}}, \frac{\cos v}{2\sqrt{2}}, \frac{\sin v}{2\sqrt{2}}). \]
This is just a reparametrization of $f$, $\hat{f}(u, v) \simeq f(u+\pi, v+\pi)$. Because the
Weingarten tensor field $\hat{A}_T = -\frac{1}{2} \frac{\partial}{\partial u} du + \frac{1}{2} \frac{\partial}{\partial v} dv$ of $\hat{f}$ with respect to $T$ as
a unit normal field also has trace $\text{tr} \hat{A}_T = 0$, the square Clifford torus $f$ is a
conformally minimal surface whose dual is just a reparametrization — it is a “self-dual”
conformally minimal surface.

\[ 3.4.19 \] At this point we wish to switch viewpoints, in the usual manner,
and extend our definition of conformally minimal surfaces slightly: We want
to relax the requirement on the central sphere congruence to be immersed.

For a map $\varphi : (M, g) \to (\hat{M}, \hat{g})$ between (pseudo)Riemannian manifolds
we define the Hessian by $\text{hess} \varphi(x, y) := \nabla_x d\varphi(y) := \hat{\nabla}_x (d\varphi(y)) - d\varphi(\nabla_x y)$. In case $\varphi$ is an isometric immersion, $\mathbb{II} = \text{hess} \varphi$ and $\text{tr} \mathbb{II} = \Delta \varphi$. A conformal
c change $g \to \hat{g} = e^{2u} g$ of metric on the domain manifold yields (see §P.2.1)
\[ \hat{\Delta} \varphi = \sum_j \frac{1}{g(v_j, v_j)} (\hat{\nabla}_{v_j} d\varphi(v_j)) - d\varphi(\nabla_{v_j} v_j + 2du(v_j)v_j - g(v_j, v_j)\text{grad } u) \]
\[ = e^{-2u} (\Delta \varphi + (n - 2) d\varphi(\text{grad } u)), \]
where $v_i$, $i = 1, \ldots, n$, denotes an orthonormal basis of $T_p M$ with respect to
$g$. Thus, for $\dim M = 2$, $\hat{\Delta} \varphi = 0$ if and only if $\Delta \varphi = 0$, that is, harmonicity
of a map from a 2-dimensional domain does not depend on a metric but
only on a conformal structure on the domain manifold.

In particular, the central sphere congruence $Z : M^2 \to \mathbb{RP}^4_O$ of an immer-
sion $f : M^2 \to S^3$ is minimal if and only if it is harmonic with respect to the
conformal structure induced by the immersion $f$. This condition on a sur-
face $f$ to be conformally minimal works across umbilics, too.\(^{29})\) Note that,
in our definition of conformal minimality, we did not impose any condition
at umbilics, so that, in particular, sphere pieces are conformally minimal.

Summarizing we obtain the following characterization of conformally
minimal surfaces that requires only the surface to be immersed, not its
central sphere congruence:

\[ 3.4.20 \text{ Theorem.} \] A surface $f : M^2 \to S^3$ is conformally minimal if and
only if its central sphere congruence $Z : M^2 \to \mathbb{RP}^4_O$ is harmonic.

\(^{29})\) By a continuity argument $\Delta Z = 0$ on the closure of the set of regular points of $I_Z$; on open
neighborhoods, where $I_Z \equiv 0$, we have $dZ = -\chi f$; but, using an $f$-adapted frame here, the
Codazzi equations for $Z$ show that $\chi = 0$. Hence $I_Z \equiv 0$ implies $dZ \equiv 0$, so that $\Delta Z \equiv 0$.  

3.5 Aside: Willmore surfaces

Motivated by the observation that the total Gauss curvature $\int_M K \, da$ of a compact surface $f : M^2 \to \mathbb{R}^3$ in Euclidean 3-space is a topological invariant, $\frac{1}{2\pi} \int_M K \, dA = \chi(M)$ by the Gauss-Bonnet theorem, T. Willmore introduced the total squared mean curvature $\tau(f) := \frac{1}{2\pi} \int_M H^2 \, dA$ and raised the question for relations between its infimum value and the topology of the underlying domain manifold (see [306]). He gave a complete analysis in the case $M^2 = S^2$ of genus 0. In the case where the underlying manifold is a 2-torus, $M^2 = T^2$, the problem of finding the infimum (minimum: [256]) value of $\tau(f)$ is still open — in fact, many people have since worked on the famous “Willmore conjecture,” saying that $\tau(f) \geq \pi$ for a 2-torus. 30) At the end of this chapter we will touch on this conjecture in a special case.

3.5.1 Another point of view is to consider the “Willmore functional” $\tau$ as the “bending energy” of a (closed) surface, analogous to the bending energy for (planar) curves that is given by their total squared geodesic curvature: This was the approach that led Germain [126] in the beginning of the nineteenth century to consider the mean curvature of a surface as the “elastic force” of a thin plate (cf., [83]). Indeed, in modern literature on the elasticity of membranes (see for example [289] or [186]; cf., [176]), a weighted sum of the total squared mean, the total mean, and the total Gauss curvatures is considered as the “free energy” of a membrane. By neglecting the total mean curvature (by physical considerations) and observing that the total Gauss curvature is a topological invariant, one is led to consider the Willmore functional as the free energy of the membrane.

And just as the (free) elastic curves are the critical curves for the bending energy of rods (see [41] and [177]), “Willmore surfaces” are the (closed) critical surfaces for the total squared mean curvature. In fact, we will even discover a close relationship between elastic curves (in planes of constant curvature) and special Willmore surfaces [276] (cf., [218] or [178]).

In this section we will deal with the corresponding variational problem.

30) Just to give a few references: After the Möbius symmetry of the problem was recognized (see [302] and [67]), Li and Yau obtained a partial solution by introducing an important new technology based on the notion of “conformal volume” (see [180]), and Bryant gave the corresponding variational problem a Möbius geometric treatment in [40] (see also [43]). Bryant’s work is of particular interest to us because it establishes the relation with conformally minimal surfaces. An extension of the Willmore conjecture for different genuses has been formulated by R. Kusner [172] (cf., [171]), and generalizations to higher dimensions and codimensions have been discussed in [220], [169], [241], [107], [202], and [225] (see also [226]). Important examples were given in [219] (compare with our discussion of Willmore channel surfaces later), and (constrained) Willmore surfaces were treated using quaternions in [240]. For a survey see [221] or [307]. Very recently, a proof of the Willmore conjecture, using integrable systems techniques, has been claimed: See [251].
3.5.2 Our starting point is the following observation: If \( f : M^2 \rightarrow \mathbb{R}^3 \) is a compact surface in Euclidean 3-space, then its total Gaussian curvature is a topological invariant, so that, fixing the genus of the underlying manifold, our example in §3.4.9 shows that the total squared mean curvature \( \tau(f) \) of the immersed surface \( f \) is given by the area of its conformal Gauss map, up to constants:

\[
\frac{1}{2\pi} \int_{M^2} dA_Z = \frac{1}{2\pi} \int_{M^2} (H^2 - K) dA = \tau(f) - \chi(M^2).
\] (3.9)

This observation has some interesting consequences: First, the total squared mean curvature \( \tau(f) \) is a conformal invariant of the surface, that is, it is not effected by Möbius transformation of the surface (cf., [302] and [67]) or, more generally, by conformal changes of the ambient space’s metric. Thus it makes sense to consider the Willmore functional for (compact) surfaces in the conformal 3-sphere.

3.5.3 Definition. A compact\(^{31}\) surface \( f : M^2 \rightarrow S^3 \) is called a Willmore surface, or elastic surface, if it is critical for the Willmore functional

\[
W(f) := \frac{1}{2\pi} \int_{M^2} dA_Z,
\]

where \( dA_Z \) denotes the area element of the central sphere congruence (conformal Gauss map) \( Z : M^2 \rightarrow \mathbb{R}P^4_O \) of \( f \).

3.5.4 As a second consequence of the relation (3.9) between the total squared mean curvature and the Willmore functional we learn that compact conformally minimal surfaces are critical for the Willmore functional, that is, they are Willmore surfaces: By our previous definition, \( f : M^2 \rightarrow S^3 \) is conformally minimal if its central sphere congruence is a minimal surface, that is, the first variation of its area vanishes when varying through sphere congruences. Consequently, the first variation of its area also vanishes when restricting it to variations through central sphere congruences of surfaces into the conformal 3-sphere: Hence, the first variation of the Willmore functional (as a functional defined for surfaces) vanishes.

We want to show that the converse is true — also extending our argument to surfaces whose central sphere congruence is not immersed (cf., §3.4.20):

3.5.5 Theorem. A compact surface \( f : M^2 \rightarrow S^3 \) is a Willmore surface if and only if its central sphere congruence \( Z : M^2 \rightarrow \mathbb{R}P^4_O \) is harmonic. Otherwise said, \( f \) is Willmore if and only if it is conformally minimal.

\(^{31}\) One may replace the compactness assumption by requiring the integral to exist and considering only compactly supported variations. However, without the compactness assumption, the functionals \( W \) and \( \tau \) are obviously no longer related by (3.9).
3.5.6 Proof. Compare [49] or [110]; the second assertion follows by §3.4.20.

To begin with, we compute the first variation of the Willmore functional. For this first note that the Willmore functional of an immersion \( f \) coincides with the harmonic map energy of the conformal Gauss map \( Z \), since \( Z \) is conformal and the domain is 2-dimensional:

\[
2dA_Z = \langle \star dZ \wedge dZ \rangle = \langle dZ \circ J \wedge dZ \rangle,
\]

where we define \( \langle \omega \wedge \eta \rangle(x, y) := \langle \omega(x), \eta(y) \rangle - \langle \omega(y), \eta(x) \rangle \)

for two \( \mathbb{R}^5_1 \)-valued 1-forms \( \omega, \eta : TM \to \mathbb{R}^5_1 \), and \( \star \) denotes the Hodge-\( \star \) operator of the conformal structure induced by \( f \), \( \star \omega = \omega \circ J \) with the almost complex structure of \( f \). Here the advantage of dealing with the harmonic map energy rather than with the area of the conformal Gauss map becomes apparent: Umbilics, where the induced metric of the conformal Gauss map degenerates (see §3.4.8), do not have to be treated separately (cf., [110]).

The equality (3.10) is straightforwardly verified by applying both 2-forms to a basis \((x, Jx)\) of a tangent space, \( x \in T_p M^2 \setminus \{0\} \):

\[
2dA_Z(x, Jx) = 2|dZ(x)|^2 = |dZ(Jx)|^2 + |dZ(x)|^2 = \langle \star dZ \wedge dZ \rangle(x, Jx),
\]

where the first equality holds since \( dZ(x) \) and \( dZ(Jx) \) form a positively oriented orthogonal basis of \( d_p Z(T_p M^2) \subset T_{Z(p)} S^4_1 \) — as long as the metric induced by \( Z \) is not degenerate at \( p \); otherwise, both sides in the equality vanish — and the second equality holds since \( J \) is an isometry for any metric in the conformal class of the metric induced by \( f \).

Now let \( t \mapsto f_t \) be a variation of \( f_0 = f : M^2 \to S^3 \) and \( t \mapsto Z_t \) the corresponding variation of central sphere congruences. We denote the respective variational vector fields by \( \frac{\partial}{\partial t} |_{t=0} f = : f', Z' \), and so on. Note that the conformal structure induced by \( f_t \) also varies, so that variations \( J_t \) of the almost complex structure (or the associated Hodge-\( \star \) operator, respectively) also have to be taken into account. However, \( J^2 = -i d \) implies \( J J' + J' J = 0 \), so that

\[
\langle dZ \circ J' \wedge dZ \rangle(x, Jx) = \langle dZ(J'x), dZ(Jx) \rangle - \langle dZ(J'Jx), dZ(x) \rangle
= -\langle dZ((JJ' + J'J)x), dZ(x) \rangle
= 0,
\]

32) Because the scalar product is symmetric, the product \( \langle \omega \wedge \eta \rangle \) is skew-symmetric in \( \omega \) and \( \eta \) (compare Footnote 1.33); we also will need a Leibniz rule for the product of a function \( g \) and a 1-form \( \omega \):

\[
d\langle g, \omega \rangle = \langle d g \wedge \omega \rangle + \langle g, d \omega \rangle.
\]
where we have also used \( \langle dZ(Jy), dZ(x) \rangle + \langle dZ(y), dZ(Jx) \rangle = 0 \) since \( J \) is skew for any metric in the conformal class of the metric induced by \( f \).

Moreover, it is an entirely general fact that \( J \) is skew for the product \( \langle \omega \wedge \eta \rangle \). Namely, a test on the basis \( (x, Jx), x \in T_pM \setminus \{0\} \), yields

\[
(\langle \omega \circ J \wedge \eta \rangle + \langle \omega \wedge \eta \circ J \rangle)(x, Jx) = \langle \omega(Jx), \eta(x) \rangle + \langle \omega(x), \eta(x) \rangle - \langle \omega(x), \eta(x) \rangle - \langle \omega(Jx), \eta(Jx) \rangle = 0.
\]

In particular, we also have
\[
\langle dZ' \circ J \wedge dZ \rangle + \langle dZ' \wedge dZ \circ J \rangle = 0.
\]

With these preparations we are now well equipped to compute the variation of the Willmore density \( 2dA_Z = \langle \star dZ \wedge dZ \rangle = \langle dZ \circ J \wedge dZ \rangle \):

\[
2dA'_Z = \langle dZ' \circ J + dZ \circ J' \wedge dZ \rangle + \langle dZ \circ J \wedge dZ' \rangle = -\langle dZ' \wedge dZ \circ J \rangle + \langle dZ \circ J \wedge dZ' \rangle = -2d(Z', \star dZ) + 2\langle Z', d \star dZ \rangle.
\]

Integration by parts (Stokes’ theorem) then gives us

3.5.7 Lemma (First Variation Formula). Let \( f_t : M^2 \to S^3 \) denote a variation of a compact surface \( f_0 = f \) and \( Z_t : M^2 \to \mathbb{RP}^4_O \) the corresponding variation of conformal Gauss maps. Then

\[
(W(f))' = \frac{1}{2\pi} \int_{M^2} \langle d \star dZ, Z' \rangle = \frac{1}{2\pi} \int_{M^2} \langle \Delta Z, Z' \rangle dA, \tag{3.11}
\]

where \( Z' = \frac{\partial}{\partial t} \big|_{t=0} Z_t \) denotes the variational vector field of the variation of conformal Gauss maps, and \( \Delta \) and \( dA \) are the Laplacian and the area element of any metric in the conformal structure induced by \( f \) on \( M^2 \).

3.5.8 Note that (3.11) already implies that \( f \) is Willmore as soon as its central sphere congruence \( Z \) is harmonic. However, the formula does not prove the converse, since we only consider variations \( Z_t \) of \( Z \) through conformal Gauss maps of variations \( f_t \) of \( f \); hence, \( Z' \) cannot be chosen to be an arbitrary section of \( \mathbb{T}S_{1}^{4} \), and we cannot conclude the argument as usual.

Thus, to see the converse we analyze the right-hand side of (3.11) further. For that purpose we have to choose a metric representative of the conformal structure induced by \( f \). We do that by assuming that \( f \) takes values in a metric \( S^3 \cong Q_1^3 \) (see Section 1.4): Consider \( \mathbb{R}^5_1 = \mathbb{R} \times \mathbb{R}^4 \) and let \( f = (1, \mathfrak{f}) \), where \( \mathfrak{f} : M^2 \to S^3 \subset \mathbb{R}^4 \), that is, \( \mathcal{K} = (1, 0) \). The tangent plane congruence of \( f \) is then given by \( T = (0, \mathfrak{n}) \), where \( \mathfrak{n} : M^2 \to S^3 \) denotes a unit normal field of \( \mathfrak{f} \) (see §1.4.11), and the central sphere congruence is given by the mean curvature spheres \( Z = T + Hf \) of \( f \), where \( H \) denotes the mean curvature.
curvature of $f$ with respect to $n$ (see §3.4.4). Computing the Laplacians of $f$ and $n$ gives

$$\Delta f = -\text{tr}_I I f + \text{tr}_I II n = -2 f + 2 H n,$$
$$\Delta n = \text{tr}_I II f - \text{tr}_I III n = 2 H f - 2(2 H^2 - K) n,$$

where $\text{tr}_I III = 2 H \text{tr}_I II - K \text{tr}_I I$ by the Cayley-Hamilton identity, and $K$ denotes the extrinsic Gauss curvature of $f$. As a consequence,

$$\Delta Z = \Delta H f - 2(2 H^2 - K) Z = (\Delta H + 2 H(2 H^2 - K)) f - 2(2 H^2 - K) Z.$$

On the other hand, $Z' = H' f + H f' + T' \perp Z$, so that we obtain

$$\langle \Delta Z, Z' \rangle = (\Delta H + 2 H(2 H^2 - K)) (\langle T', f \rangle + H'(f, f) + H(f', f))$$
$$= (\Delta H + 2 H(2 H^2 - K)) (-n \cdot f' + 0 + 0).$$

Hence $(W(f))'$ vanishes for all variations $f_t$ of $f$ if and only if

$$\Delta H + 2 H(2 H^2 - K) = 0,$$

that is, if and only if $Z : M^2 \to \mathbb{R}P^4_O = S^4_1/\pm$ is harmonic, $\Delta Z \equiv 0 \mod Z$.

This completes the proof of our theorem in §3.5.5.

3.5.9 As a by-product we obtain the Euler-Lagrange equation (3.12) of the Willmore surfaces in terms of the mean and (extrinsic) Gauss curvatures of the surface in the metric 3-sphere. It is no surprise that this Euler-Lagrange equation has exactly the same form as in the Euclidean setup: By §3.4.4, the mean curvature of $f : M^2 \to Q^3_\kappa$ is given by $H = -\langle Z, K \rangle$, where $Z$ is (a lift of) the central sphere congruence of $f$. Thus

$$\Delta H + 2 H(2 H^2 - K) = -\langle \Delta Z + 2(2 H^2 - K) Z, K \rangle$$
$$= -\langle \Delta Z - \langle \Delta Z, Z \rangle Z, K \rangle$$

provides, in any space $Q^3_\kappa$, the “$f$-component” of the Laplacian of $Z$, that is, the Laplacian of $Z : M^2 \to \mathbb{R}P^4_O$ as a map into $\mathbb{R}P^4_O$. This seems worth stating a corollary (cf., [294]):

3.5.10 Corollary. A (compact) surface $f : M^2 \to Q^3_\kappa$ in a space of constant curvature is Willmore if and only if

$$\Delta H + 2 H(2 H^2 - K) = 0,$$

where $H$ and $K$ denote the mean and (extrinsic) Gauss curvatures of $f$.

3.5.11 As an immediate consequence of the Euler-Lagrange equation for the Willmore surfaces, we learn that minimal surfaces in spaces of constant curvature are Willmore. In fact, we learn that these are the only surfaces of constant mean curvature in a space form that are Willmore besides spheres. In the following section, we will attack this phenomenon from a more general viewpoint.
3.6 Thomsen’s theorem

To analyze the geometric configurations that occur as solutions of Blaschke’s problem (see Section 3.1) we assumed that the cases that we were examining did not mix. However, an interesting phenomenon happens when assuming that a surface is conformally minimal and isothermic at the same time: We will see that assuming these two Möbius geometric properties for a surface causes symmetry-breaking, that is, it forces the surface to be characterized in terms of a (metric) subgeometry of Möbius geometry.

First we give a more geometric characterization of isothermic surfaces that does not refer to special coordinates (cf., §3.2.2):

3.6.1 Lemma. An umbilic-free\(^{33}\) surface \(f : M^2 \to S^3\) is isothermic if and only if its central sphere congruence \(Z : M^2 \to \mathbb{R}P^4\) is Ribaucour.

3.6.2 Proof. Let \(F\) be a local \(S\)-adapted frame that diagonalizes the Weingarten tensor \(A_f\) of \(S\) with respect to \(f\), such that

\[
\omega_1 = e^{-u}\psi_1 \quad \text{and} \quad \omega_2 = -e^{-u}\psi_2
\]

with a suitable function \(u\); the Codazzi equations (1.3) then yield

\[
\begin{align*}
0 &= d\psi_1 + e^u(d\omega_1 - \nu \wedge \omega_1) = e^u(2d\omega_1 + (du - \nu) \wedge \omega_1), \\
0 &= -d\psi_2 + e^u(d\omega_2 - \nu \wedge \omega_2) = e^u(2d\omega_2 + (du - \nu) \wedge \omega_2).
\end{align*}
\]

If \(f\) is isothermic, we can choose \(f\) to be an isometric light cone lift, so that we may assume \(d\omega_i = 0\). Then \(\nu = du\), showing that \(S\) is Ribaucour.

Conversely, if \(S\) is Ribaucour, we may assume \(\nu = 0\). Then \(d(e^{\frac{u}{2}}\omega_i) = 0\), so that the forms \(e^{\frac{u}{2}}\omega_i\) can be integrated to obtain conformal curvature line coordinates for the surface \(f\) that is, as a consequence, isothermic. \(\triangleleft\)

3.6.3 This lemma provides a simple and Möbius geometric argument that surfaces of constant mean curvature in space forms are isothermic: Remember, from §3.4.6, that a surface \(f : M^2 \to S^3\) has constant mean curvature in some quadric \(Q^3_\kappa\) of constant curvature if and only if its central sphere congruence \(Z : M^2 \to S^4_1\) takes values in an affine (or linear, if it is minimal) sphere complex, given by the same vector \(K\) that determines the quadric \(Q^3_\kappa\). Thus the central sphere congruence of a surface of constant mean curvature in some quadric \(Q^3_\kappa\) of constant curvature has flat normal bundle,\(^{34}\) that is, it is Ribaucour.

\(^{33}\) Remember from §3.4.8 that \(Z\) degenerates exactly at the umbilics of \(f\).

\(^{34}\) From §3.4.4, a normal field of \(Z\) is given by \(K + HZ\); since the mean curvature \(H\) is constant, this field is clearly parallel.
3.6.4 Example. In general, the central sphere congruence of an isothermic surface is Ribaucour, but it does not give rise to a Darboux transform of the surface (see §3.2.5). However, it does in the following special case.\(^{35}\)

Let \(f : M^2 \to Q^3_{-1}\) be an immersion into hyperbolic space with infinity boundary \(\mathcal{K} \simeq S_\infty\); let \(T : M^2 \to \mathcal{K}^\perp\) denote the tangent plane congruence of \(f\); and let \(F : M^2 \to O_1(5)\) be an \(f\)-adapted frame such that the Weingarten tensor \(A_T\) of \(f\) is diagonal (\(F\) is a “principal curvature frame”). Then \(-\frac{1}{2} f - S_\infty\) is the second envelope of \(T\), and the connection form of \(F\) takes the form (note that \(\text{im}\ df = \text{im}\ dT\))

\[
\Phi = \begin{pmatrix}
0 & \omega_{12} & -(H + Q)\omega_1 & \omega_1 & -\frac{1}{2}\omega_1 \\
-\omega_{12} & 0 & -(H - Q)\omega_2 & \omega_2 & \frac{1}{2}\omega_2 \\
(H + Q)\omega_1 & (H - Q)\omega_2 & 0 & 0 & 0 \\
\frac{1}{2}\omega_1 & \frac{1}{2}\omega_2 & 0 & 0 & 0 \\
-\omega_1 & -\omega_2 & 0 & 0 & 0 \\
\end{pmatrix},
\]

where \(H\) is the mean curvature of \(f\) and \(Q\) some function. Now let the mean curvature \(H \equiv 1\) and consider \(Z := T + f : M^2 \to S^4_1\); the second envelope of \(Z\) then becomes \(\hat{f} = -(T + S_\infty + f) = -(Z + S_\infty)\). Since \(\langle Z, S_\infty \rangle \equiv -1\), the spheres \(Z(p)\) are horospheres in \(Q^3_{-1}\), and \(\hat{f}\) takes values in \(S_\infty\). \(\hat{f}\) is commonly called the “hyperbolic Gauss map” of \(f\) (cf., [42]). The connection form of the transformed adapted frame,

\[
\Phi = \begin{pmatrix}
0 & \omega_{12} & -Q\omega_1 & \omega_1 & Q\omega_1 \\
-\omega_{12} & 0 & Q\omega_2 & \omega_2 & -Q\omega_2 \\
Q\omega_1 & -Q\omega_2 & 0 & 0 & 0 \\
-\omega_1 & -\omega_2 & 0 & 0 & 0 \\
-Q\omega_1 & Q\omega_2 & 0 & 0 & 0 \\
\end{pmatrix},
\]

shows that \(f\) and \(\hat{f}\) form a Darboux pair.

In fact, reversing our viewpoint, it can be shown that any Darboux transform of an immersion \(\hat{f} : M^2 \to S_\infty\) into a sphere (with prescribed “curvature lines”; cf., §3.3.29) yields a constant mean curvature 1 surface \(f : M^2 \to Q^3_{-1}\) in hyperbolic space with hyperbolic Gauss map \(\hat{f}\), and, moreover, that constant mean curvature 1 surfaces in hyperbolic space are the only surfaces whose central sphere congruence gives rise to a nonconstant Darboux transformation (see [153]).

This will be discussed in more detail later, in the quaternionic setup.

3.6.5 Now assume that \(f : M^2 \to S^3\) is isothermic and conformally minimal at the same time. Then, by the previous lemma, the central sphere

\(^{35}\) Compare [281], [282], [253], and [234].
congruence $Z$ of $f$ is Ribaucour. Hence the Weingarten tensors $A$ and $\hat{A}$ of $Z$ with respect to $f$ and $\hat{f}$, respectively, commute and, therefore, simultaneously diagonalize, that is, $A, \hat{A}$, and the identity $id$ are linearly dependent.

On the other hand, $f$ is conformally minimal, so that $\text{tr}A = \text{tr}\hat{A} = 0$. This implies that $\det A, \det \hat{A} < 0$ have the same sign. Hence (case 1a of §3.1.2) the central sphere congruence $Z$ of $f$ is its tangent plane congruence in a suitable quadric $Q^3_{\kappa}$, that is, $f$ is minimal in $Q^3_{\kappa}$ (see §3.4.6).

3.6.6 We already discussed the converse in conjunction with the Euler-Lagrange equation for Willmore surfaces (see §3.5.10). However, it might be of interest to see a different, more direct proof of the statement.

Thus observe that the central sphere congruence $Z : M^2 \to \mathbb{R}P^4_O$ of a minimal surface $f : M^2 \to Q^3_{\kappa}$ is its tangent plane congruence. This is clearly Ribaucour, and it is minimal since its second fundamental form (note that $\hat{f} = \frac{\kappa}{2} f - K$ is the second envelope of $Z$; see §1.7.8)

$$II = - \langle dZ, df \rangle (\frac{\kappa}{2} f - K) = - \langle dZ, d(\frac{\kappa}{2} f - K) \rangle f = I_Z(\cdot, A)(\kappa f - K)$$

is trace-free. Consequently, $f$ is isothermic as well as conformally minimal.

Summarizing, we obtain the following famous theorem by Thomsen [29]:

3.6.7 Theorem (Thomsen). If $f : M^2 \to S^3$ is an umbilic-free isothermic, conformally minimal surface, then it allows a minimal stereographic projection $f : M^2 \to Q^3_{\kappa}$ into some quadric of constant curvature.

Conversely, any minimal surface $f : M^2 \to Q^3_{\kappa}$ is isothermic and conformally minimal.

3.7 Isothermic and Willmore channel surfaces

As an example that nicely illustrates some of the developed theory, we conclude this chapter with some results on channel surfaces (cf., Section 1.8). In particular, we will obtain a classification of isothermic and Willmore channel surfaces (cf., [144]) presenting a unified proof for a classification result from a diploma thesis [276] written under the supervision of Konrad Voss (see also [295]). A similar classification result may be found in [205]. Finally, by computing the Willmore functional for (umbilic-free) channel surfaces, we make contact with a proof of the Willmore conjecture for channel tori [141].

In order to carry out our investigations, we will use adapted frames as well as the description from §1.8.3 of the channel surface in terms of the enveloped sphere curve, and switch between them as it seems appropriate. In order to make the technical details more transparent, we begin this section with a brief discussion of the setup.
3.7.1 Let \( f : M^2 \to S^3 \) be a branched channel surface (see §1.8.15), and let \( S : M^2 \to S^4_1 \) denote the enveloped 1-parameter family of spheres, that is, \( \text{rk} \, dS \leq 1 \).

Since we wish to work with principal curvature direction fields for \( f \) we assume their existence. Note that the \( C^\infty \)-surface shown in Figure 3.1 is channel as a \( C^\infty \)-composition of rotational surfaces and a sphere piece. However, at some of the umbilics (indicated by the three thick points) the curvature line net becomes singular; other umbilics (for example, those indicated by the thick line) are no problem, because the curvature line net extends smoothly through them.

According to our definition in §3.2.2, isothermic-ness is tested away from umbilics — hence nothing is to be investigated at umbilics anyway, so that we will exclude umbilics when discussing isothermic channel surfaces and the isothermic-ness of Willmore channel surfaces. For example, the surface shown in Figure 3.1 will turn out to be isothermic in the sense of §3.2.2. On the other hand, we do not wish to exclude umbilics on Willmore channel surfaces later, in order to make our discussions also apply to Willmore channel surfaces with lines of umbilics (cf., [11]).

3.7.2 Thus let \( F : M^2 \to O_1(5) \) be an \( f \)-adapted principal curvature frame for the strip \((f,S)\) (see §1.7.1). Then its connection form \( \Phi = F^{-1} dF \) takes the form (cf., (1.1))

\[
\Phi = \begin{pmatrix}
0 & -c_1 \omega_1 - c_2 \omega_2 & -a \omega_1 & \omega_1 & b_{11} \omega_1 + b_{12} \omega_2 \\
-c_1 \omega_1 + c_2 \omega_2 & 0 & 0 & \omega_2 & b_{21} \omega_1 + b_{22} \omega_2 \\
-a \omega_1 & 0 & 0 & 0 & b \omega_1 \\
-b_{11} \omega_1 - b_{12} \omega_2 & -b_{21} \omega_1 - b_{22} \omega_2 & -b \omega_1 & 0 & 0 \\
-\omega_1 & -\omega_2 & 0 & 0 & 0
\end{pmatrix}
\] (3.13)
with suitable functions \( a, b, b_{ij}, c_i : M^2 \to \mathbb{R} \) and forms \( \omega_i : TM \to \mathbb{R} \) whose dual basis fields \( v_i \) provide the principal directions of \( f \) (see §1.7.7).

Note that \( dS(v_2) = 0 \), which characterizes \( f \) as a channel surface.

As usual, we analyze the integrability conditions (see §1.7.4) to extract further information about \( f \) and \( S \).

The Codazzi equations (1.3) for \( f \) then read

\[
d\omega_1 = c_1 \omega_1 \wedge \omega_2 \quad \text{and} \quad d\omega_2 = c_2 \omega_1 \wedge \omega_2 \tag{3.14}
\]

which determines the \( c_i \)'s. The remaining Codazzi equations become

\[
\partial_2 a - ac_1 = 0 \quad \text{and} \quad -ac_2 = b, \tag{3.15}
\]

\[
-\partial_2 b_{11} + \partial_1 b_{12} + c_1(b_{11} - b_{22}) + c_2(b_{12} + b_{21}) = 0,
-\partial_2 b_{21} + \partial_1 b_{22} + c_1(b_{12} + b_{21}) - c_2(b_{11} - b_{22}) = 0,
\]

where \( \partial_i \) is the derivative in direction \( v_i \), \( \partial_i u = du(v_i) \) for \( u \in C^\infty(M^2) \).

The Gauss and Ricci equations, (1.2) and (1.4), become

\[
\partial_2 c_1 - \partial_1 c_2 - c_1^2 - c_2^2 = b_{11} + b_{22},
b_{12} = b_{21} \quad \text{and} \quad \partial_2 b - bc_1 = ab_{12}. \tag{3.16}
\]

### 3.7.3

To make contact with our discussions from §1.8.5, let us assume that

\[
d\omega_1 = c_1 \omega_1 \wedge \omega_2 = 0 \quad \text{so that} \quad \omega_1 = dt
\]

provides a parameter \( t \) for the sphere curve \( S \); we denote the respective derivative by \( \partial_1(.) = \frac{\partial}{\partial t}(.) =: (.)' \). Note that (3.15) then yields \( \partial_2 a = 0 \), so that \( a = a(t) \), as it should be.

If \( f \) has no umbilics, that is, if the sphere curve \( S \) is spacelike \( (a \neq 0) \), then the representative \( f : M^2 \to L^4 \) of our channel surface can be scaled such that \( a \equiv 1 \); as a consequence, the first of the Codazzi equations (3.15) together with (3.14) yields \( d\omega_1 = 0 \). Hence, in the absence of umbilics, we can always introduce the above parameter \( t \) for the sphere curve.

Now we construct a Frenet-type frame for the sphere curve by computing

\[
S' = -a(S_1 - c_2f)
T' = aS + [-c_2S_1 + (c_2^2 + b_{22})f - \hat{f}]
N' = -(2b_{22} + c_2^2)T + c_2N + b_{21}S_2 - (\partial_2 b_{21})f.
\]

Note that one verifies \( \partial_2 T = \partial_2 N = 0 \) from the integrability conditions, as it should be: From (3.15) and (3.16) we derive

\[
0 = \partial_2(ac_2 + b) = a(\partial_2 c_2 + b_{12}), \tag{3.18}
\]
which yields $\partial_2 T = 0$; from (3.14) we have $[\partial_1, \partial_2] = -c_1 \partial_1 - c_2 \partial_2 = -c_2 \partial_2$ since $c_1 = 0$, so that the Gauss equation (3.16) combined with (3.15) yields

$$c_2 b_{12} + \partial_2 (c_2^2 + b_{22}) = -(c_2 + \partial_1)(\partial_2 c_2 + b_{21}) = 0,$$

which provides us with $\partial_2 N = 0$. In particular, the function

$$h := -\langle N, N \rangle = 2b_{22} + c_2^2$$

(3.19)

depends on $t$ only: This remark will prove useful later.

3.7.4 Now assume that $f$ is isothermic, that is, away from umbilics there exist conformal curvature line parameters (see §3.2.2). Thus we can choose a light cone representative $f : M^2 \to L^4$ with $d\omega_1 = d\omega_2 = 0$, namely,

$$\omega_1 = dt \quad \text{and} \quad \omega_2 = d\vartheta$$

are the derivatives of the conformal coordinate functions $t$ and $\vartheta$. Then, taking into account (3.14), the connection form (3.13) takes the form

$$\Phi = \begin{pmatrix}
0 & 0 & -(ad t + b_{11} d\vartheta + b_{12} df) \\
0 & 0 & 0 \\
-(b_{11} d\vartheta - b_{12} df) & -(b_{21} d\vartheta - b_{22} df) & -b df
\end{pmatrix},$$

and the integrability conditions (3.15) and (3.16) reduce to

$$\begin{align*}
\partial_{\partial\vartheta} a &= 0, \quad 0 = b, \quad \partial_{\partial t} b_{12} = \partial_{\partial\vartheta} b_{11}, \quad \partial_{\partial t} b_{22} = \partial_{\partial\vartheta} b_{21}; \\
0 &= b_{11} + b_{22}, \quad b_{12} = b_{21}, \quad \text{and} \quad \partial_{\partial\vartheta} b = 0 = ab_{12}.
\end{align*}$$

(3.20)

In particular, $ab_{12} = 0$ so that, away from umbilics, $b_{21} = b_{12} = 0$.

Consequently, the sphere curve $S$ is a planar curve by (3.17) and our discussions from §1.8.5 apply (cf., [293]):

3.7.5 Theorem (Vessiot). An isothermic channel surface is, away from umbilics, (a piece of) a cylinder, a cone, or a surface of revolution in a suitably chosen Euclidean subgeometry of the conformal 3-sphere.

3.7.6 By contemplating the compatibility conditions (3.20) further we learn that $-b_{22} = b_{11} =: \kappa \overline{2}$ and $d\kappa = 0$. So the connection form (3.13) reduces to

$$\Phi = \begin{pmatrix}
0 & 0 & -(a dt + \kappa \overline{2} d\vartheta) \\
0 & 0 & a dt \\
-(a dt) & 0 & 0
\end{pmatrix},$$

(3.21)
with $a = a(t)$ and constant $\kappa$, and all integrability conditions are satisfied.

Hence we have $\frac{\partial}{\partial t} S_2 = 0$ and $\frac{\partial}{\partial t} (\frac{\kappa}{2} f - \hat{f}) = 0$: As a consequence, each “meridian curve” $\gamma_\vartheta = f(., \vartheta)$, $\vartheta = \text{const}$, takes values in the metric 2-plane of constant curvature $\kappa = -|K|^2$ defined by

$$S^2 \simeq S_2(\vartheta) \quad \text{and} \quad K(\vartheta) := (\frac{\kappa}{2} f - \hat{f})(\vartheta):$$

For all $t$ we have

$$\langle \gamma_\vartheta(t), S_2(\vartheta) \rangle = 0 \quad \text{and} \quad \langle \gamma_\vartheta(t), K(\vartheta) \rangle = -1,$$

that is, $\gamma_\vartheta$ takes values in the quadric $Q^3_\kappa(\vartheta)$ of constant curvature defined by $K(\vartheta)$ and in the conformal 2-sphere $S_2(\vartheta)$ at the same time — since $S_2(\vartheta)$ belongs to the sphere complex $K(\vartheta)$, $S_2 \perp K$, the 2-sphere $S_2(\vartheta)$ is in fact a hyperplane in $Q^3_\kappa(\vartheta)$, so that it defines a plane of constant curvature $\kappa$ indeed (see §1.4.11).

The meridian curve $\gamma_\vartheta$ is parametrized by arc length, $|\gamma_\vartheta'(t)|^2 = |\frac{\partial}{\partial t} f|^2 \equiv 1$, and has $S = S(t)$ as a (unit) normal field since $S \perp S_2(\vartheta)$, $K(\vartheta)$, $\gamma_\vartheta$, $\gamma_\vartheta'$. Hence its curvature is given by $\langle \gamma_\vartheta''(t), S \rangle = a$.

By (3.17), the normal field of the sphere curve $S$ is given by

$$N(t) = (\frac{\kappa}{2} f + \hat{f})(t) = \kappa \gamma_\vartheta(t) - K(\vartheta);$$

note that $\frac{\partial}{\partial \vartheta} (\frac{\kappa}{2} f + \hat{f}) = 0$, so that $N = N(t)$. Thus, if $\kappa \neq 0$, we can identify the meridian curve $\gamma_\vartheta = \frac{1}{\kappa} K(\vartheta) + \frac{1}{\kappa} N(t)$ of the sphere curve, up to a proper choice of $0 \simeq \frac{1}{\kappa} K(\vartheta)$ in the affine subspace

$$E^3_\vartheta = \{ y = \frac{1}{\kappa} K(\vartheta) + y^\perp \mid y^\perp \perp S_2(\vartheta), K(\vartheta) \}$$

(compare with Section 1.4 for a similar setup). Note that $|\frac{1}{\kappa} N|^2 = \frac{1}{\kappa}$. By rewriting the Frenet frame formulas (3.17) with this in mind,\(^{36}\)

$$S' = -aT, \quad T' = aS - \kappa (\frac{1}{\kappa} N), \quad \frac{1}{\kappa} N' = T$$

with $T = S_1$, we learn that $\frac{1}{\kappa} N$ is a curve with a unit normal field $S$ and curvature $a = \langle \frac{1}{\kappa} N'', S \rangle$ in a standard space form of curvature $\kappa$ in the (Euclidean or Minkowski, respectively) space $E^3_\vartheta$.

Finally note that span$\{S_2, K\}$ is a fixed 2-plane in $\mathbb{R}^5_1$: By (3.21), we have

$$dS_2 = K d\vartheta \quad \text{and} \quad dK = \kappa S_2 d\vartheta.$$

\(^{36}\) These formulas can also be read off directly from (3.21).
Setting, for abbreviation,
\[
c_\kappa(\vartheta) := \begin{cases} 
\cos(\sqrt{-\kappa}\vartheta) & \text{for } \kappa < 0 \\
1 & \text{for } \kappa = 0 \\
\cosh(\sqrt{\kappa}\vartheta) & \text{for } \kappa > 0,
\end{cases}
\]
and
\[
s_\kappa(\vartheta) := \begin{cases} 
\frac{1}{\sqrt{\kappa}} \sin(\sqrt{-\kappa}\vartheta) & \text{for } \kappa < 0 \\
\vartheta & \text{for } \kappa = 0 \\
\frac{1}{\sqrt{\kappa}} \sinh(\sqrt{\kappa}\vartheta) & \text{for } \kappa > 0,
\end{cases}
\]
we therefore have
\[
S_2(\vartheta) = c_\kappa(\vartheta) S_2(0) + s_\kappa(\vartheta) K(0)
\]
and
\[
K(\vartheta) = \kappa s_\kappa(\vartheta) S_2(0) + c_\kappa(\vartheta) K(0).
\]

Consequently, we can express \( f \) (cf., §1.8.3) in terms of the parallel normal frame \((N, K(0), S_2(0))\) of \( S \):
\[
f(t, \vartheta) = \frac{1}{\kappa} N(t) + s_\kappa(\vartheta) S_2(0) + \frac{1}{\kappa} c_\kappa(\vartheta) K(0)
\]
\[
= \gamma_0(t) + s_\kappa(\vartheta) S_2(0) + \frac{1}{\kappa} (c_\kappa(\vartheta) - 1) K(0).
\]

Observe that the first expression only makes sense for \( \kappa \neq 0 \), whereas the second expression, in terms of the “honest” meridian curve \( \gamma_0 \), also remains valid for \( \kappa = 0 \), when taking into account that \( \frac{c_\kappa(\vartheta) - 1}{\kappa} \to \frac{1}{2} \vartheta^2 \) for \( \kappa \to 0 \). In this way we have described isothermic channel surfaces as equivariant surfaces in the conformal 3-sphere: They are obtained by letting a 1-parameter group \( \vartheta \mapsto \mu_\vartheta \) of Möbius transformations act on a meridian curve \( \gamma_0 \), where the \( \mu_\vartheta \)'s are given\(^{37}\) by (3.22) on span\{\( S_2, K \)\} and by \( \mu_\vartheta = id \) on \{\( S_2, K \)\}\( ^\perp \).

Thus the Möbius transformations \( \mu_\vartheta \) leave the plane of the sphere curve \( S, \text{span}\{S, T, N\} = \{S_2, K\}^\perp \), alone. This remark will be useful later.

3.7.7 To prove the converse of our theorem in §3.7.5, we use the parametrization for \( f \) from §1.8.3. Since we have to check for the existence of conformal curvature line parameters away from umbilics, we may assume that the enveloped sphere curve \( S : I \to S^4_1 \) is parametrized by arc length, \( |S'|^2 \equiv 1 \). Let \( N_0, N_1, N_2 : I \to \mathbb{R}^5_1 \) be a parallel normal frame of the sphere curve \( S \), and let \( \kappa_i := \langle S'', N_i \rangle \) be the corresponding curvatures. Then we have
\[
S'' = -S - \kappa_0 N_0 + \kappa_1 N_1 + \kappa_2 N_2.
\]

Assuming the sphere curve to be planar, we must have
\[
S''' = (-1 + \kappa_0^2 - \kappa_1^2 - \kappa_2^2) S' - \kappa_0' N_0 + \kappa_1' N_1 + \kappa_2' N_2 \in \text{span}\{S, S', S''\},
\]

\(^{37}\)If \( \kappa \neq 0 \), this clearly defines the \( \mu_\vartheta \). If, on the other hand, \( \kappa = 0 \), then \( K \equiv \text{const} \) is isotropic and is left alone by the \( \mu_\vartheta \), as one sees from (3.22); moreover, the \( \mu_\vartheta \)'s preserve any sphere that contains \( K \) and is orthogonal to (any) \( S_2 \): The \( \mu_\vartheta \)'s are translations of the Euclidean quadric given by \( K \) in the direction orthogonal to the (parallel) planes \( S_2 \).
so that the curvature vector field \((\kappa_0, \kappa_1, \kappa_2)\) and its derivative have to be linearly dependent. As a consequence, \(\lambda := (\kappa_0 + \kappa_1 \cos \vartheta + \kappa_2 \sin \vartheta)\) satisfies

\[
\frac{\partial}{\partial t} \frac{\partial}{\partial \vartheta} (\ln \lambda) = \frac{(\kappa_1 \kappa_2' - \kappa_1' \kappa_2) - (\kappa_0 \kappa_1' - \kappa_0' \kappa_1) \sin \vartheta + (\kappa_0 \kappa_2' - \kappa_0' \kappa_2) \cos \vartheta}{\lambda^2} = 0,
\]

that is, \(\lambda\) is a product of two functions of one variable, of \(t\) resp. \(\vartheta\), alone.

Now let \(f(t, \vartheta) := N_0(t) + N_1(t) \cos \vartheta + N_2(t) \sin \vartheta\) be the parametrization of the channel surface as in §1.8.3. Then the induced metric of \(f\) and its second fundamental form with respect to \(S\) as a normal field are given by

\[
\langle df, df \rangle = \lambda^2 dt^2 + d\vartheta^2 \quad \text{and} \quad -\langle df, dS \rangle = \lambda dt^2.
\]

Hence \((t, \vartheta)\) are curvature line parameters, and, since \(\lambda\) is a product of two functions of one variable, we can choose new curvature line parameters

\[(\tilde{t}, \tilde{\vartheta}) = (t(t), \tilde{\vartheta}(\vartheta))\]

so that \(\langle df, df \rangle = \tilde{\lambda}^2(d\tilde{t}^2 + d\tilde{\vartheta}^2)\).

As a consequence, \(f\) is isothermic.

3.7.8 Note that our theorem from §3.7.5 usually does not hold globally: By §3.7.7, the surface shown in Figure 3.1 is isothermic because it is assembled from two surfaces of revolution that are smoothly glued to a sphere (plane). However, this surface is not a surface of revolution (nor a cylinder or a cone) globally. In fact, it is not even locally of this form if we do not restrict it to umbilic-free parts: consider any neighborhood of the umbilic, where the two gluing circles touch.

Arbitrarily nasty surfaces that are “isothermic” in the sense of §3.2.2 can be constructed in this way — it shall be an interesting task to give a reasonable global definition of an “isothermic surface.”

3.7.9 As a next step towards a classification of Willmore channel surfaces, we intend to show that Willmore channel surfaces are isothermic. For this purpose we restrict ourselves to umbilic-free pieces of the surface and go back to the frame formulas. To simplify computations, we assume that the light cone representative \(f : M^2 \to L^4\) of our channel surface is chosen so that \(a \equiv 1\), as discussed in §3.7.3. Then we have \(c_1 = 0\) and \(\omega_1 = dt\) with a parameter \(t\) of the sphere curve. The connection form (3.13) takes the form

\[
\Phi = \begin{pmatrix}
0 & -c_2 \omega_2 & -a \omega_1 & \omega_1 & b_{11} \omega_1 + b_{12} \omega_2 \\
c_2 \omega_2 & 0 & 0 & \omega_2 & b_{21} \omega_1 + b_{22} \omega_2 \\
a \omega_1 & 0 & 0 & 0 & b \omega_1 \\
-b_{11} \omega_1 - b_{12} \omega_2 & -b_{21} \omega_1 - b_{22} \omega_2 & -b \omega_1 & 0 & 0 \\
-\omega_1 & -\omega_2 & 0 & 0 & 0
\end{pmatrix},
\]
and the integrability conditions (3.15) and (3.16) become

\[-c_2 = b, \quad \partial_1 b_{12} = \partial_2 b_{11} - c_2 (b_{12} + b_{21}), \quad \partial_2 b_{21} = \partial_1 b_{22} - c_2 (b_{11} - b_{22});\]

\[\partial_1 c_2 + c_2^2 + (b_{11} + b_{22}) = 0, \quad b_{12} = b_{21}, \quad \partial_2 b = b_{12}.\]

We use the first Codazzi equation, (3.19), and the first Ricci equation to eliminate \(b, b_{11} + b_{22}\), and \(b_{21}\) from these equations:

\[
0 = \partial_1 c_2 + b_{11} - b_{22} + h \quad \text{and} \quad \partial_2 c_2 = -b_{12};
\]

\[
\begin{align*}
\partial_1 b_{12} &= \partial_2 (b_{11} - b_{22}) - c_2 b_{12}, \\
\partial_2 b_{12} &= \frac{1}{2} h' - c_2 (\partial_1 c_2 + b_{11} - b_{22}) = \frac{1}{2} h' + c_2 h.
\end{align*}
\] (3.24)

Remember that \(-|N|^2 = h = 2b_{22} + c_2^2\) is a function of \(t\) only.

The central sphere congruence of \(f\) is given by \(Z = S + \frac{1}{2} f\). We compute the Laplacian of \(Z\):

\[
\Delta Z dA = d \ast dZ = -\frac{1}{2} [S + (2 \partial_1 b + 2 c_2 h - b_{11} + b_{22}) f] \omega_1 \wedge \omega_2
\]

\[
= -\frac{1}{2} [Z - (2 \partial_1 c_2 + 2 c_2^2 + b_{11} - b_{22} + \frac{1}{2}) f] \omega_1 \wedge \omega_2,
\]

where we used \(\ast \omega_1 = \omega_2, \ast \omega_2 = -\omega_1\), and \(d\omega_2 = c_2 \omega_1 \wedge \omega_2\) besides the derivatives that are read off from the connection form. Hence, by §3.5.5, our channel surface \(f\) is Willmore if and only if

\[
2(\partial_1 c_2 + c_2^2) + (b_{11} - b_{22}) + \frac{1}{2} = 0.
\] (3.25)

Using the Gauss equation from (3.24) to eliminate \(\partial_1 c_2\), we deduce

\[b_{11} - b_{22} = \frac{1}{2} + 2c_2^2 - 2h,\]

and the remaining two equations give us a differential equation for \(b_{12}\):

\[db_{12} = -5c_2 b_{12} \omega_1 + (\frac{1}{2} h' + c_2 h) \omega_2.\]

Eliminating, on the other hand, \(b_{11} - b_{22}\), we get

\[\partial_1 c_2 + 2c_2^2 = h - \frac{1}{2}.\]

Thus, using (3.24) and the differential equation for \(b_{12}\),

\[
0 = d^2 b_{12} = \left[\frac{1}{2} h'' + 4c_2 h' + (\partial_1 c_2 + 6c_2^2) h - 5b_{12}^2\right] \omega_1 \wedge \omega_2
\]

\[
= \left[\frac{1}{2} h'' + 4c_2 h' + (h + 4c_2^2 - \frac{1}{2}) h - 5b_{12}^2\right] \omega_1 \wedge \omega_2,
\]
so that

\[ 5b_{12}^2 = \frac{1}{2} h'' + 4c_2 h' + (h + \frac{4c_2^2}{2}) h. \]

If \( h \equiv 0 \), then \( b_{12} = 0 \); if, on the other hand, \( h \neq 0 \), we differentiate this last equation twice with \( \partial_2 \) to find

\[
\begin{align*}
0 &= (\frac{1}{2} h' + c_2 h) b_{12} \\
0 &= (\frac{1}{2} h' + c_2 h)^2 - h b_{12}^2.
\end{align*}
\]

Hence we must have \( b_{12} = 0 \) in any case. As a consequence, our sphere curve \( S \) is planar by (3.17) and \( f \) is isothermic by §3.7.7:

**3.7.10 Theorem.** *Any Willmore channel surface is isothermic.*

**3.7.11** This result will help us to analyze Willmore channel surfaces further: We may use a flat lift \( f : M^2 \to L^4 \) for a given Willmore channel surface. Then, according to our considerations in §3.7.6, the connection form (3.13) takes the form

\[
\Phi = \begin{pmatrix}
0 & 0 & -a \, dt & dt & \frac{\xi}{2} \, dt \\
0 & 0 & 0 & d\vartheta & -\frac{\varsigma}{2} \, d\vartheta \\
a \, dt & 0 & 0 & 0 & 0 \\
-\frac{\varsigma}{2} \, dt & \frac{\varsigma}{2} \, d\vartheta & 0 & 0 & 0 \\
-\, dt & -d\vartheta & 0 & 0 & 0
\end{pmatrix},
\]

where \((t, \vartheta)\) are conformal curvature line parameters (remember that we assumed the existence of curvature line parameters), with \( t \) denoting the parameter of the sphere curve, and \( a = a(t) \) is the curvature of a meridian curve \( \gamma_\vartheta = f(., \vartheta) \), \( \vartheta = \text{const} \), that takes values in a fixed plane of constant curvature defined by \( S_2(\vartheta) \) and \( K(\vartheta) = (\frac{\xi}{2} f - \hat{f})(\vartheta) \). By recomputing the Laplacian of the central sphere congruence \( Z = S + \frac{1}{2} a f \) in this setup, we find

\[
\Delta Z \, dA = d \star dZ = \frac{1}{2} \left[ -a^2 S + (a'' + \kappa a) f \right] \, dt \wedge d\vartheta = \frac{1}{2} \left[ -a^2 Z + (a'' + \frac{1}{2} a^3 + \kappa a) f \right] \, dt \wedge d\vartheta,
\]

where we used \( \star dt = d\vartheta \) and \( \star d\vartheta = -dt \) as for (3.25). Thus the Willmore condition becomes

\[
0 = a'' + \frac{1}{2} a^3 + \kappa a, \quad (3.27)
\]

the condition on a meridian curve \( \gamma_\vartheta \) to be a free elastic curve\(^{38}\) in its 2-plane of constant curvature \( \kappa \) (see [177]). We have proved (cf., [41], [178]):

\(^{38}\) Compare also the construction of Willmore Hopf tori in [219].
3.7.12 Theorem. A Willmore channel surface is Möbius equivalent to a

\[
\begin{align*}
\text{cone} & \quad \text{over a free elastic curve in a} \\
\text{cylinder} & \quad \left\{ \begin{array}{l}
2\text{-sphere,} \\
\text{Euclidean } 2\text{-plane,} \\
\text{hyperbolic } 2\text{-plane.}
\end{array} \right.
\end{align*}
\]

3.7.13 Free elastic curves in planes of constant curvature have been classified by Langer and Singer in [177] (cf., [41]). By our above theorem, this gives rise to a complete classification of Willmore channel surfaces. Explicit formulas for Willmore cones, cylinders, and surfaces of revolution (which, by the theorem, comprise all Willmore channel surfaces) were given in [218], [276], and [205].

Note that we required the existence of curvature line parameters on our Willmore channel surface — however we, did not exclude umbilics. Indeed, there are Willmore channel surfaces with (lines of) umbilics that arise from the zeros of \(a\): For examples see [218] or [11].

![Fig. 3.2. A rotational Willmore channel surface (cf., [11])](image)

3.7.14 Since any Willmore channel surface is isothermic, it must be min-
imal in some suitable space of constant curvature, by Thomsen’s theorem in §3.6.7. Indeed, given a frame with connection form (3.26) for a Willmore channel surface \( f \), the vector
\[
\mathcal{M} := -a'S_1 + \frac{1}{2}a^2S - a(\frac{\kappa}{2}f + \dot{f}) = \frac{1}{2}a^2S - a'T - aN
\]
turns out to be constant, \( d\mathcal{M} = -(a'' + \frac{1}{2}a^3 + \kappa a)S_1 dt = 0 \). Assuming that no umbilics are present, that is, \( a \neq 0 \), the surface \( \frac{1}{a}f \) takes values in the corresponding space of constant curvature\(^{39}\)
\[
c = -\langle \mathcal{M}, \mathcal{M} \rangle = -(a'^2 + \frac{1}{4}a^4 + \kappa a^2). \tag{3.28}
\]
Since the central sphere congruence consists of planes in the respective quadric of constant curvature, \( Z \perp \mathcal{M} \), the surface \( \frac{1}{a}f \) is minimal in this quadric by §3.4.6. From (3.28) we immediately deduce that, in the cases of a cone (\( \kappa > 0 \)) and a cylinder (\( \kappa = 0 \)), the ambient curvature of the minimal surface is \( c < 0 \), that is, the surface is minimal in some hyperbolic space. On the other hand, in the case of a surface of revolution (\( \kappa < 0 \)), all types of ambient curvatures may occur — appropriate examples are the (minimal) Clifford torus in \( S^3 \), the catenoid in \( \mathbb{R}^3 \), and the minimal surface of revolution\(^{40}\) in (two copies of) \( H^3 \) shown in Figure 3.2.

Moreover, by describing \( f \) as the orbit of the 1-parameter group \( \vartheta \mapsto \mu_\vartheta \) of Möbius transformations from §3.7.6, we learn that these surfaces are equivariant minimal surfaces in the quadric of constant curvature given by \( \mathcal{M} \). Namely, remember from §3.7.6 that the \( \mu_\vartheta \)'s fix the points of the plane \( \text{span}\{S, T, N\} \) of the enveloped sphere curve \( S \) — in particular, the \( \mu_\vartheta \) leave \( \mathcal{M} \in \text{span}\{S, T, N\} \) invariant and hence are isometries of the quadric of constant curvature (cf., §1.4.13).

\(^{39}\) Note that this equation is exactly the integrated form of (3.27).

\(^{40}\) Given a suitable curvature function \( a \) that satisfies (3.28) with \( \kappa = -1, c = -r^2 \) (\( r > 0 \)), the meridian curve \( \gamma \) can be parametrized, as a curve in the Poincaré half-plane (see §P.1.3), by
\[
\gamma = \frac{e^\tau}{\sqrt{r^2 + a^2}}(r, a) \quad \text{where} \quad \tau = \int \frac{r_0^2 dt}{2(r^2 + a^2)}
\]
(cf., [41]); for Figure 3.2 we chose the Jacobi elliptic function (compare [177])
\[
a(t) = \frac{2p\sqrt{1-p^2}}{\sqrt{2p^2-1}} \text{sd}_p\left(\frac{1}{\sqrt{2p^2-1}} t\right) \quad \text{with} \quad p = \frac{4}{\sqrt{7}} > \frac{1}{\sqrt{2}} \quad \text{so that} \quad r = \frac{2p\sqrt{1-p^2}}{2p^2-1} = \frac{8}{15}.
\]
A parametrization in terms of theta functions is given in [11]. At this point I would like to thank A. Bobenko for providing me with Mathematica code, which greatly facilitated the experiment with the computer graphics.

Note that, at the zeros \( a = 0 \) of the curvature function, \( f \perp \mathcal{M} \): The lines of umbilics are the intersection lines of the surface with the common infinity plane of the two hyperbolic ambient spaces, as indicated in Figure 3.2 (cf., [11]).
Thus we have proved the following theorem (compare [8] and [218]):

**3.7.15 Theorem.** Any Willmore channel surface is an equivariant minimal surface in a space of constant curvature.

**3.7.16** Finally, we want to compute the Willmore functional of a regular (umbilic-free) channel surface. Our previous results strongly suggest that the Willmore functional should have something to do with the bending energy for curves since free elastic curves are exactly the critical curves for the bending energy (see [177]). Thus let $S : I \to S^4_1$ be (a lift of) the 1-parameter family of spheres enveloped by the channel surface; excluding, for a moment, umbilics, we may assume the sphere curve $S$ to be regular:

Without loss of generality $|S'|^2 \equiv 1$. As in §3.7.7, we parametrize the channel surface by

$$f(t, \vartheta) = N_0(t) + N_1(t) \cos \vartheta + N_2(t) \sin \vartheta$$

where the $N_i$’s are parallel normal fields of $S : I \to S^4_1$. If we require the surface $f$ to be regular on all of $I \times S^1$, then the osculating planes of the sphere curve $S : I \to \mathbb{RP}^4_0$ all have to intersect the absolute quadric $S^3 \subset \mathbb{RP}^4$ transversally (see §1.8.3). For the curvatures $\kappa_i = \langle S'', N_i \rangle$ of $S$, this means that

$$\kappa_0^2 - \kappa_1^2 - \kappa_2^2 =: \kappa_g^2 > 0,$$

that is, $N := S + S'' = -\kappa_0 N_0 + \kappa_1 N_1 + \kappa_2 N_2$ is timelike. As in §3.7.7, the derivatives of $f$ become

$$\frac{\partial}{\partial t} f = -(\kappa_0 + \kappa_1 \cos \vartheta + \kappa_2 \sin \vartheta) S' =: -\lambda S', \quad \frac{\partial}{\partial \vartheta} f = -N_1 \sin \vartheta + N_2 \cos \vartheta =: S_2,$$

and the induced metric and second fundamental form with respect to $S$ as a unit normal field are

$$\langle df, df \rangle = \lambda^2 dt^2 + d\vartheta^2 \quad \text{and} \quad -\langle df, dS \rangle = \lambda dt^2.$$

Thus, by §3.4.8, the central sphere congruence of $f$ is given by $Z = S + \frac{1}{2\lambda} f$ since

$$\langle dZ, dZ \rangle = \frac{1}{4} dt^2 + \frac{1}{4\lambda^2} d\vartheta^2 = \frac{1}{4\lambda^2} (\lambda^2 dt^2 + d\vartheta^2) = \frac{1}{4\lambda^2} \langle df, df \rangle.$$

With this we compute the Willmore functional of $f$, that is, the area of the conformal Gauss map:

$$W(f) = \frac{1}{2\pi} \int_{T^2} dA_Z = \frac{1}{2\pi} \int_{t \in I} \int_{\vartheta = 0}^{2\pi} \frac{1}{4|\lambda|} d\vartheta dt = \frac{1}{4} \int_S \frac{1}{\kappa_g}.$$
where the last equality is an integration that is best looked up from some table of definite integrals — note that (3.29) ensures that \( \lambda \) does not change sign, so that the remaining integrand has no singularities. As a consequence, the Willmore functional of an umbilic-free channel surface is given in terms of the sphere curve only. In particular (cf., [141]),

**3.7.17 Theorem.** The Willmore functional of an umbilic-free channel torus is the total inverse geodesic curvature of the enveloped sphere curve.

**3.7.18** When dropping the assumption on \( S \) to be parametrized by arc length, we have

\[
S' = -aT \\
T' = aS - a(\kappa_0 N_0 - \kappa_1 N_1 - \kappa_2 N_2) =: aS - a\kappa_g N
\]  

(3.30)

with the speed \( a = a(t) \) and the normalized Frenet normal field \( N \) of \( S \), \( |N|^2 \equiv -1 \). Choosing a new parametrization of \( S \) such that \( a\kappa_g \equiv 1 \), the Willmore functional becomes

\[
W(f) = \frac{1}{4} \int_S \frac{1}{\kappa_g} = \frac{1}{4} \int_{t \in I} a^2 dt.
\]

In the case where the sphere curve is planar, that is, in the case of a surface of revolution where the normal field \( N \) of \( S \) can be identified with its meridian curve in a hyperbolic plane (see §3.7.6), the Willmore functional becomes the bending energy of the meridian curve [218] (see also [41] and [141]). As mentioned above, this is no surprise after knowing about the relation between Willmore surfaces of revolution and free elastic curves in a hyperbolic plane (see §3.7.12), that is, the critical curves for the total squared geodesic curvature.

**3.7.19** We want to take our result from §3.7.17 a little further: Consider the enveloped sphere curve of our channel surface to be given in terms of a curve \( m : \mathbb{R} \to S^3 \) of centers and a function \( r : \mathbb{R} \to (0, \pi) \) so that

\[
S = \frac{1}{\sin r}(\cos r, m) : \mathbb{R} \to S_1^4 \subset \mathbb{R} \times \mathbb{R}^4
\]

(cf., Figure 1.2). Now we compute the geodesic curvature of \( S \). First,

\[
S' = \frac{1}{\sin^2 r}(-r', -r'm \cos r + m' \sin r) = -aT.
\]

Because \( 0 < a^2 = \frac{m'^2 - r'^2}{\sin^2 r} \), we see that the center curve \( m \) is regular, \( m'^2 > 0 \); so we may assume that it is parametrized by arc length, \( m'^2 \equiv 1 \). Next we compute the derivative of the unit tangent field of \( S \):

\[
T = \frac{1}{\sqrt{1 - r'^2}}(r', r'm \cos r - m' \sin r), \\
T' = \frac{1}{\sqrt{1 - r'^2}} \{r'' \sin r - r'^2(1 - r'^2) \cos r, \\
m(r'' \cos r \sin r - r'^2(1 - r'^2)) \\
+ m'((1 - r'^2) \cos r - r'' \sin r) r' \sin r \\
- m''(1 - r'^2) \sin^2 r \}.
\]
Now remember that the Frenet normal $N$ of $S$ is timelike and the geodesic curvature $\kappa_g$ of $S$ does not change sign, so that it can be chosen to be positive. Hence we may use the equation $|T' - aS|^2 = -a^2 \kappa_g^2$ (see (3.30)) to determine $\kappa_g$:

$$\kappa_g^2 = \frac{1}{(1-r'^2)^3} \{(r'' \sin r - (1-r'^2) \cos r)^2 - (m''^2 - 1)(1-r'^2) \sin^2 r\}.$$  

(3.31)

As a consequence, the Willmore functional $W(f) = \int_S \kappa_g$ only depends on, besides the radius function $r$, the geodesic curvature $(m''^2 - 1)$ of the center curve $m$.

**3.7.20** In particular, (3.31) shows that $W(f)$ decreases with the geodesic curvature of the center curve: This was the key observation leading to a proof of the Willmore conjecture for (umbilic-free) channel tori in [141]. Namely, replacing the center curve $m$ by any curve of a (pointwise) lower geodesic curvature while keeping the radius function $r$ will provide us with a channel surface with a lower Willmore functional than the original one. In the optimal case, where $m$ parametrizes (part of) a great circle, we obtain a surface of revolution (the sphere curve becomes planar then) with a lower Willmore functional, actually, with the lowest possible Willmore functional for a given radius function $r$:

**3.7.21 Theorem.** For any umbilic-free channel surface $f : I \times S^1 \to S^3$ there is a surface of revolution $\tilde{f} : I \times S^1 \to S^3$ with $W(\tilde{f}) \leq W(f)$.

**3.7.22** In the case of a torus this procedure can be used to reduce the Willmore conjecture to a statement about surfaces of revolution, that is, to a problem for curves in the hyperbolic plane by §3.7.18. However, the main problem is to keep the curve periodic: For this to be possible, we need the original center curve to have the same length $2\pi$ as a great circle in $S^3$. For a proof that this can be achieved (using an intermediate value argument) by a suitable Möbius transformation for any embedded channel torus,\(^{41}\) as well as for a direct proof that the total squared geodesic curvature $\frac{1}{4} \int_\gamma k^2 ds \geq \pi$ for any curve in the hyperbolic plane, see [141]. An alternative proof for the second step, that is, the Willmore conjecture for surfaces of revolution, can be found in [178].

\(^{41}\)Note that, in order to prove the Willmore conjecture, it is sufficient to consider embedded tori by a result of Li and Yau [180].
Chapter 4

A quaternionic model

In dimension $n = 2$, the (conformal) 2-sphere can be identified with the complex projective line, $\mathbb{C} \cup \{\infty\} \cong \mathbb{CP}^1 := \{v\mathbb{C} \mid v \in \mathbb{C}^2\}$, with the (orientation-preserving) M"obius transformations acting by fractional linear transformations,

$$\mathbb{C} \cup \{\infty\} \ni z \mapsto \mu(z) = \frac{az + b}{cz + d} \in \mathbb{C} \cup \{\infty\}.$$

In terms of homogeneous coordinates $v \in \mathbb{C}^2$ for points $z = v\mathbb{C} \in \mathbb{CP}^1$, this action will just be by linear transformations, $\mu(v\mathbb{C}) = (M_\mu v)\mathbb{C}$, where $M_\mu$ denotes a suitable endomorphism of $\mathbb{C}^2$ projecting to $\mu$:

$$\mathbb{CP}^1 \ni \begin{pmatrix} z \\ 1 \end{pmatrix} \mathbb{C} \mapsto \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} z \\ 1 \end{pmatrix} \mathbb{C} = \begin{pmatrix} az + b \\ cz + d \end{pmatrix} \mathbb{C} = \begin{pmatrix} az + b \\ cz + d \end{pmatrix} \mathbb{C} = \begin{pmatrix} az + b \\ cz + d \\ 1 \end{pmatrix} \mathbb{C} \in \mathbb{CP}^1.$$

Note that the result $(M_\mu v)\mathbb{C}$ does not depend on the choice of homogeneous coordinates $v$: If $\hat{v}\mathbb{C} = v\mathbb{C}$, then $(M_\mu \hat{v})\mathbb{C} = (M_\mu v)\mathbb{C}$ since $M_\mu$ is linear. Obviously, $M_\mu$ is not uniquely determined by $\mu$, because any nonzero multiple of $M_\mu$ will provide a valid choice for $M_\mu$. Thus the group of orientation-preserving Möbius transformations becomes $PGL(2, \mathbb{C})$. Using the determinant to normalize representatives, the special linear group $SL(2, \mathbb{C})$ becomes a double cover of the group of orientation-preserving Möbius transformations.

Our mission in this chapter is to generalize this model of 2-dimensional Möbius geometry to dimensions 3 and 4, using quaternions. We will start by establishing some basic facts from quaternionic linear algebra. In particular, we will emphasize the differences from the usual linear algebra, which are caused by the lack of commutativity of the quaternions, and we will introduce a kind of determinant (cf., [10]) that allows us to define the “quaternionic special linear group.” To establish the relation with the classical model of Möbius geometry — which will allow us to “translate” results from one model into the other — we will consider quaternionic Hermitian forms. However, this is not the only possible way to establish this relation: Another possibility is to give the relation by identifying (hyper)spheres with inversions (compare [304], where explicit formulas are given). We will present a variant of this approach in the 3-dimensional case, that is, for 2-spheres in $S^4$ (cf., [49]). These ideas are not new: The idea of using quaternions in Möbius geometry goes back (at least) to E. Study, who already discussed most of the (nondifferential) geometric aspects of the quaternionic model that we are going to discuss in this chapter in his series of papers [262].
The quaternionic model of Möbius geometry provides a powerful setup for the study of isothermic surfaces. In the second half of this chapter we will collect the technical details to reexamine the transformation theory of smooth and discrete isothermic surfaces: We will study the symmetric space of point pairs and establish properties of the cross-ratio as an important invariant of four points in conformal geometry. This will become important for our discussion of “discrete isothermic nets.”

The contents of this chapter are organized as follows:

Section 4.1. In this section some viewpoints on the field of quaternions and various basic facts in quaternionic linear algebra are collected. In particular, the effects of the noncommutativity of the quaternions are discussed.

Section 4.2. The Study determinant for quaternionic $2 \times 2$ matrices and for endomorphisms of a 2-dimensional quaternionic vector space is introduced. Some basic properties of the Study determinant are derived. Definitions for the general and special linear groups of $H^2$ are given.

Section 4.3. The notion of quaternionic Hermitian forms on a quaternionic vector space is introduced. It is shown that the space of quaternionic Hermitian forms on a 2-dimensional quaternionic vector space becomes a 6-dimensional Minkowski space in a natural way. Points and hyperspheres in the conformal 4-sphere $\mathbb{HP}^1 = \mathbb{H} \cup \{\infty\}$ are identified with null and spacelike directions in the space of quaternionic Hermitian forms on $\mathbb{H}^2$, respectively.

Section 4.4. Here we present how the quaternionic special linear group acts on the space of quaternionic Hermitian forms by isometries. Using this representation $Sl(2, \mathbb{H}) \to O_1(6)$, it is shown that $Sl(2, \mathbb{H})$ is the (double) universal cover of the group of orientation-preserving Möbius transformations.

Section 4.5. The space of point pairs in $S^4$ is shown to be a reductive homogeneous space. The notion of adapted frames of a point pair map is introduced, the effect of a gauge transformation on its connection form is established, and the Maurer-Cartan equations are analyzed. A “translation table” between quaternionic connection forms and Lorentzian connection forms is given.

Section 4.6. The space of single points, that is, the conformal 4-sphere $\mathbb{HP}^1$, is described as a (nonreductive) homogeneous space. The notion of adapted frames for a map into the conformal 4-sphere is introduced, and the effect of a gauge transformation on its connection form is examined.

Section 4.7. The enveloping conditions for a map into $\mathbb{HP}^1$ and a hypersphere congruence, thought of as a map into the space of quaternionic Hermitian forms, are established. Considering a congruence of 2-
spheres in $S^4$ as a congruence of elliptic hypersphere pencils, the respective enveloping conditions are discussed. A technical lemma concerning adapted frames of a point pair map that has a 2-sphere congruence attached is provided.

Section 4.8. A more effective treatment of 2-sphere congruences in terms of involutions is given: 2-spheres are identified with Möbius involutions, it is investigated when a 2-sphere is contained in a 3-sphere, and the enveloping conditions are formulated in this setup.

Section 4.9. The action of the Möbius group on the dual space $(\mathbb{H}P^1)^\perp$ of $\mathbb{H}P^1$ is discussed, and a notion of stereographic projection $\mathbb{H}P^1 \to \mathbb{H}$ is introduced. The (complex) cross-ratio of four points in the conformal 4-sphere is introduced, and its properties are investigated — in particular, the cross-ratio identities are derived. The “hexahedron lemma” is proven: This lemma will become important in the context of the Darboux transformation for isothermic surfaces as well as in the context of discrete net theory.

Remark. It may be possible to read this chapter independently; in order to follow various arguments, as well as to get an understanding of the geometric interpretations of the presented material, it will be of great help to be familiar with the classical model of Möbius (differential) geometry, as it is presented in Chapter 1.

4.1 Quaternionic linear algebra

The quaternions form a noncommutative field. This major difference from the reals and the complex numbers seems to make it necessary to establish some basic properties and to clarify some notations before we can start to discuss Möbius geometry. In particular, we want to introduce some quaternionic analog of the determinant for $2 \times 2$ matrices or endomorphisms of 2-dimensional quaternionic vector spaces: The Study determinant. However, before doing so in the following section, we will have to discuss some basic quaternionic linear algebra.

4.1.1 The quaternions $\mathbb{H}$ can be considered as a 4-dimensional real vector space, $\mathbb{R}^4$, or as a 2-dimensional complex vector space, $\mathbb{C}^2$, equipped with a suitable multiplication that makes $\mathbb{H}$ a (noncommutative) field. Thinking of $\mathbb{H}$ as a real vector space, it is common to introduce the multiplication in terms of a (real) basis $(1, i, j, k)$ of $\mathbb{H}$: 1 is the identity of the multiplication on $\mathbb{H}$, and the products of the other basis vectors are given by

$$i^2 = j^2 = k^2 = -1, \quad ij = -ji = k, \quad jk = -kj = i, \quad ki = -ik = j.$$ 

On the other hand, considering $\mathbb{H}$ as a 2-dimensional complex vector space, the multiplication is defined in terms of a basis $(1, j)$, where 1 denotes the
identity as before and $j^2 = -1$. But now $zj = j\bar{z} \neq jz$, unless $z \in \mathbb{R}$ is real
since $ij = -ji$, as above: Quaternionic multiplication is not commutative.

4.1.2 On $\mathbb{H}$ one introduces an $\mathbb{R}$-linear map $q \mapsto \bar{q}$, the “quaternionic
conjugation,” by $\bar{1} = 1$, $\bar{i} = -i$, $\bar{j} = -j$, and $\bar{k} = -k$. It is easily checked
that quaternionic conjugation is an antiautomorphism, $\bar{pq} = \bar{q} \bar{p}$. Hence, in
terms of the complex setup, $x + yj = \bar{x} - j\bar{y}$.

The real and imaginary parts of a quaternion $q \in \mathbb{H}$ are then defined by

$$2\text{Re } q = q + \bar{q} \in \mathbb{R} \quad \text{and} \quad 2\text{Im } q = q - \bar{q} \in \text{span}\{i, j, k\}.$$ 

And, the norm of a quaternion (identifying $\mathbb{H}$ with the 4-dimensional Euclidean space $\mathbb{R}^4$) is given by $|q|^2 = qq^* = (\text{Re } q)^2 + |\text{Im } q|^2$.

4.1.3 Another possibility is to realize quaternions as (special) complex matrices or endomorphisms: a common way is to write a quaternion in terms of the following matrices

$$1 \simeq \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad i \simeq \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}, \quad j \simeq \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad k \simeq \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix},$$

which are closely related to the Pauli matrices — quaternionic multiplication then becomes matrix multiplication. More invariantly, this identification reads

$$\mathbb{H} \cong \{ Q \in \text{End}(\mathbb{C}^2) \mid \text{tr } Q \in \mathbb{R}, Q + Q^* \in \mathbb{R} \cdot 1 \},$$

where $Q^*$ is the adjoint of $Q$, taken with respect to the canonical Hermitian inner product on $\mathbb{C}^2$. Note that, in this model, quaternionic conjugation is taking adjoints, $\bar{Q} = Q^*$.

4.1.4 For the purposes of surface geometry in 3-dimensional (Euclidean) space, it is often convenient to decompose the quaternions\(^1\) into their real and imaginary parts, $\mathbb{H} \cong \mathbb{R} \oplus \mathbb{R}^3$, $q = r + v$. Then the multiplication reads

$$(r + v)(s + w) = (rs - v \cdot w) + sv + rw + v \times w,$$

where $v \cdot w$ is the canonical Euclidean scalar product on $\mathbb{R}^3$, and $v \times w$ denotes the cross-product on $\mathbb{R}^3$. In particular, the product of two imaginary quaternions (vectors in 3-space) gives $vw = -v \cdot w + v \times w$.

Note that $S^3 = \{ q \in \mathbb{H} \mid |q| = 1 \}$ acts by isometries on $\mathbb{R}^3$ via the adjoint action

$$S^3 \times \mathbb{R}^3 \ni (q, x) \mapsto qx\bar{q} \in \mathbb{R}^3,$$

\(^1\) For the relation of the quaternions with the Clifford algebra $\mathcal{A}(\mathbb{R}^3)$ of Euclidean 3-space, see, for example, [76] or [134]. See also Section 7.1.
\[|qxq|^2 = |x|^2\] for \(|q| = 1\). Moreover, its differential at the identity,

\[T_{id}S^3 = \mathbb{R}^3 \ni y \mapsto 2y \times . \in \mathfrak{o}(3),\]

is a Lie algebra isomorphism, so that \(S^3\) is the universal cover of the identity component of \(O(3)\). In particular, \(S^3\) acts transitively on its Lie algebra \(\mathbb{R}^3\).

**4.1.5** For quaternion-valued 1-forms \(\omega, \eta \in \Lambda^1(TM)\) on a manifold, one defines, as usual, the exterior product

\[\omega \wedge \eta(v, w) = \omega(v)\eta(w) - \omega(w)\eta(v)\]

and the exterior differentiation

\[d\omega(v, w) = \partial_v(\omega(w)) - \partial_w(\omega(v)) - \omega([v, w]),\]

where \(v, w \in \Gamma(TM)\) denote some vector fields. Note that, by the lack of commutativity, \(\omega \wedge \omega \neq 0\), in general. Also, it seems worth collecting a couple of formulas: Conjugation of a wedge product yields

\[\overline{\omega \wedge \eta} = -\overline{\eta} \wedge \overline{\omega},\]

and the Leibniz rule reads

\[d(g\omega) = dg \wedge \omega + g\,d\omega \quad \text{or} \quad d(\omega g) = d\omega g - \omega \wedge dg.\]

**4.1.6** Vector spaces over the quaternions are defined in the usual way — with the exception that (because of the lack of commutativity) it has to be fixed whether scalar multiplication is from the left or from the right. We will usually assume that the quaternionic vector space we are working with is a right vector space. Then associativity reads \((v\lambda)\mu = v(\lambda\mu)\) for \(v \in V\) and \(\lambda, \mu \in \mathbb{H}\).

Linear (in)dependency of families of vectors is defined in the usual way, and a basis of a quaternionic vector space is a linearly independent family of vectors that span the space (if such a family exists). The common proof of Steinitz' basis exchange theorem goes through so that the quaternionic dimension of a (finitely generated) vector space is well defined.

Hence, any finitely generated quaternionic vector space \(V\) is isomorphic to \(\mathbb{H}^n\), where \(n = \dim V\).

**4.1.7** Linear maps between quaternionic vector spaces will only be considered for both vector spaces being of the same type, left vector spaces or right vector spaces, respectively. In this case, the linearity of a map is defined in the usual way.
Given bases \((v_1, \ldots, v_n)\) and \((w_1, \ldots, w_m)\) in both domain \(V\) and target \(W\) of a linear map \(L : V \rightarrow W\), \(L\) can be represented by a (quaternionic) matrix: If \(Lv_j = \sum_i w_i l_{ij}\), then, for any vector \(v = \sum_j v_j b_j\), the matrix \(L \simeq (l_{ij})_{ij}\) acts on its “coordinates” by left multiplication, \(Lv = \sum_{ij} w_i l_{ij} b_j\).

4.1.8 For endomorphisms we will consider the notion of “eigenvectors”: A vector \(v \in V \setminus \{0\}\) will be called an eigenvector of \(L \in \text{End}(V)\) if \(Lv = v\lambda\) for some \(\lambda \in \mathbb{H}\).

However, the notion of “eigenvalue” does not make sense: If \(v\) is an eigenvector of \(L\), \(Lv = v\lambda\), then \((L\lambda)(va) = (Lv)a = v\lambda a = (va)(a^{-1}\lambda a)\), so that the multiple \(\lambda\) cannot be associated with the “eigendirection” \(v\mathbb{H}\) but, in general, it depends on the choice of vector spanning the quaternionic line \(v\mathbb{H}\).

4.1.9 The “dual space” \(V^* := \{\nu | \nu : V \rightarrow \mathbb{H} \text{ linear}\}\) of a quaternionic vector space \(V\) can be equipped with a quaternionic linear structure itself\(^2\): If \(\nu : V \rightarrow \mathbb{H}\) is linear, then \((\lambda \nu)(v) := \lambda(\nu(v))\) yields a well-defined scalar multiplication since \((\lambda \nu)(va) = (\lambda \nu)(v)a\).

Note that this multiplication makes the dual space \(V^*\) a quaternionic left vector space.\(^3\)

4.2 The Study determinant

We are mainly interested in obtaining a model of Möbius geometry in dimension \(n \leq 4\). Thus, in what follows, we will restrict ourselves to 2-dimensional quaternionic vector spaces: This is all we need. In dimension \(n = 2\), the special linear group \(\text{SL}(2, \mathbb{C})\) provides a double cover of the group of orientation-preserving Möbius transformations. To obtain a quaternionic analog we seek a notion of a determinant. However, in the quaternionic case, the dimension of the Möbius group is \(\dim M\ddot{o}b(4) = 15 = 16 - 1\), that is, our determinant should reduce the (real) dimension 16 = \(\dim_{\mathbb{R}} \text{End}(\mathbb{H}^2)\) by 1 and should hence be real-valued.

Thus, we define the “Study determinant” (cf., [262], [10]) for quaternionic \(2 \times 2\) matrices. For this, first remember that a quaternion can be realized as a complex \(2 \times 2\) matrix of a certain form (see §4.1.3), so that a quaternionic \(2 \times 2\) matrix can be written as a complex \(4 \times 4\) matrix.

4.2.1 Definition. Given \(A \in M(2 \times 2, \mathbb{H}) \subset M(4 \times 4, \mathbb{C})\), its Study determinant \([A] := \det A^\mathbb{C}\) is the determinant of the corresponding complex \(4 \times 4\) matrix.

\(^2\) Note that, in general, it is difficult to supply the space of linear maps between quaternionic vector spaces with a quaternionic linear structure: With the target space, the space of linear maps should be a right vector space, but \((L\lambda)(va) = L(va)\lambda \neq L(v)\lambda a = (L\lambda)(v)a\) in general.

\(^3\) We could consider \(V^*\) as a right vector space by means of \((\nu \lambda)(v) := \lambda(\nu(v))\).
4.2.2 As an immediate consequence, the Study determinant is multiplicative,
\[ [AB] = [A] \cdot [B]. \]
Consequently, the Study determinant yields a well-defined notion for quaternionic endomorphisms \( L \in \text{End}(V) \), where \( V \) is a quaternionic vector space of dimension \( \dim V = 2 \). If \((\tilde{e}_1, \tilde{e}_2) = (e_1b_{11} + e_2b_{21}, e_1b_{12} + e_2b_{22})\) denotes a change of basis, \( B = (b_{ij})_{ij} \), then the matrices \( M_L \) and \( \tilde{M}_L \) associated with \( L \) transform by \( \tilde{M}_L = B^{-1}M_LB \). Thus the following definition is independent of the involved choice of basis.

4.2.3 Definition. Let \( L \in \text{End}(V) \) be an endomorphism of a quaternionic vector space of dimension \( \dim V = 2 \). Then \([L] := [M_L] \), where \( M_L \) denotes the representing matrix of \( L \) with respect to any basis of \( V \), is called the Study determinant of \( L \).

4.2.4 Considering, after a choice of basis\(^4\) \((e_1, e_2)\) for our 2-dimensional quaternionic vector space \( V \), the Study determinant as a map
\[ V \times V \to \mathbb{R}, \quad (v, w) \mapsto [v, w] \]
on pairs of vectors, it follows from the definition that \([v, w] = [w, v]\): Interchanging the columns (rows) of a quaternionic \( 2 \times 2 \) matrix amounts to two column (row) interchanges of the corresponding complex \( 4 \times 4 \) matrix. A straightforward computation from the formula for \([A]\) of the following lemma shows that, for \( \lambda \in \mathbb{H} \), \([v, w\lambda] = |\lambda|^2[v, w]\) and \([v + w, w] = [v, w]\). Moreover, reformulating the corresponding statement in the lemma below, \( 0 \leq [v, w] \in \mathbb{R} \) and \( 0 = [v, w] \) if and only if \( v \) and \( w \) are linearly dependent:

4.2.5 Lemma. For \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M(2 \times 2, \mathbb{H}) \), the Study determinant\(^5\)
\[ [A] = |a|^2|d|^2 + |b|^2|c|^2 - \bar{a}b\bar{c} - \bar{c}d\bar{a}. \]
Moreover, \( 0 \leq [A] \in \mathbb{R} \) for any \( A \in M(2 \times 2, \mathbb{H}) \); and if \([A] \neq 0\), then
\[ A^{-1} = \frac{1}{[A]} \begin{pmatrix} |d|^2\bar{a} - \bar{c}d\bar{b} & |b|^2\bar{c} - \bar{a}b\bar{d} \\ |c|^2b - \bar{d}c\bar{a} & |a|^2\bar{d} - \bar{b}c\bar{a} \end{pmatrix}; \]

\(^4\) We identify a pair \((v, w)\) of vectors with the endomorphism \((e_1, e_2) \mapsto (v, w)\) of \( V \).

\(^5\) Note that, even though the usual determinant for \( 2 \times 2 \) matrices makes no sense in the quaternionic setting (caused by the lack of commutativity), it does make sense for self-adjoint matrices since, in that case, the order of multiplication is irrelevant (cf., [10]). Thus we may write the following formula as \([A] = \det(A^*A)\).
if, on the other hand, \([A] = 0\), then \(A\) is not invertible.

4.2.6 Proof. We first consider the special case where one of the entries of \(A\) vanishes; since the Study determinant is invariant under column or row interchangings, without loss of generality \(c = 0\). Then \([A] = |a|^2|d|^2\) by a straightforward computation with the complex \(4 \times 4\) matrix. If, on the other hand, none of the entries of \(A\) vanishes, then we write

\[
\begin{pmatrix}
    a & b \\
    c & d
\end{pmatrix}
= \begin{pmatrix}
    a & 0 \\
    c & 1
\end{pmatrix} \cdot \begin{pmatrix}
    1 & a^{-1}b \\
    0 & d - ca^{-1}b
\end{pmatrix},
\]

so that \([A] = |a|^2|d - ca^{-1}b|^2 \in \mathbb{R} \) with \([A] \geq 0\), and

\[
[A] = |a|^2|d|^2 + |b|^2|c|^2 - 2\text{Re}(\bar{d}c\bar{a}b),
\]

which yields the above formula since the real part of the quaternionic product is symmetric, \(\text{Re}(ab) = \text{Re}(ba)\).

The formula for the inverse in case \([A] \neq 0\) is verified by direct computation. If \([A] = 0\), we again distinguish two cases: If \(A\) has an entry = 0, without loss of generality \(c = 0\), then \([A] = 0\) implies either \(a = 0\) or \(d = 0\), and, therefore, \(A\) has a kernel and cannot be bijective; if, on the other hand, all entries \(\neq 0\), then \([A] = 0\) implies \(d = c \cdot a^{-1}b\), so that the columns of \(A\) are linearly dependent since \(b = a \cdot a^{-1}b\): Again, \(A\) has a kernel and is not invertible.

4.2.7 Thus, from the previous lemma, the Study determinant can be used to characterize the invertible linear transformations, that is, the general linear group \(\text{Gl}(2, \mathbb{H})\). Moreover, since the Study determinant is real-valued, the corresponding quaternionic special linear group \(\text{Sl}(2, \mathbb{H})\) has the same real dimension \(\dim_{\mathbb{R}} \text{Sl}(2, \mathbb{H}) = 15\) as the Möbius group \(\text{Möb}(4)\) of the conformal 4-sphere: We will learn later how \(\text{Sl}(2, \mathbb{H})\) does indeed act by Möbius transformations on \(S^4\).

4.2.8 Definition. The general and special linear groups are given by:

\[
\begin{align*}
\text{Gl}(2, \mathbb{H}) & := \{L \in \text{End}(\mathbb{H}^2) \mid [L] \neq 0\}, \\
\text{Sl}(2, \mathbb{H}) & := \{L \in \text{End}(\mathbb{H}^2) \mid [L] = 1\}.
\end{align*}
\]

4.3 Quaternionic Hermitian forms

This is the central section of our presentation: We will link the classical model of the Möbius geometry of \(S^4\) to the quaternionic setup. Here the key idea is to use quaternionic Hermitian forms on \(\mathbb{H}^2\) as the homogeneous coordinates for hyperspheres and points (cf., [262]). The rest will then just
be a matter of translating the notions we developed when presenting the classical model.

4.3.1 Definition. Let \( V \) denote a quaternionic (right) vector space. Then a map \( S : V \times V \to \mathbb{H} \) is called a (quaternionic) Hermitian form if, for all \( v, w, \tilde{w} \in V \) and \( \lambda \in \mathbb{H} \),

(i) \( S(v, w) = \overline{S(w, v)} \), and
(ii) \( S(v, w + \tilde{w}) = S(v, w) + S(v, \tilde{w}) \) and \( S(v, w\lambda) = S(v, w)\lambda \).

\( \mathcal{H}(V) := \{ S : V \times V \to \mathbb{H} \mid S \text{ quaternionic Hermitian} \} \) will denote the space of quaternionic Hermitian forms.

4.3.2 As usual, the linear structure on the target space \( \mathbb{H} \cong \mathbb{R}^4 \) induces a (real) linear structure on the space \( \mathcal{H}(V) \) of quaternionic Hermitian forms via

\[
(S + \tilde{S})(v, w) := S(v, w) + \tilde{S}(v, w) \quad \text{and} \quad (r \cdot S)(v, w) := r \cdot S(v, w)
\]

for all \( v, w \in V \), where \( S, \tilde{S} \in \mathcal{H}(V) \) and \( r \in \mathbb{R} \).

Fixing a basis \( (e_1, \ldots, e_n) \) of \( V \), a quaternionic Hermitian form is determined by its values \( S(e_i, e_j), i \leq j \), on the basis vectors, where \( S(e_i, e_j) \in \mathbb{H} \) for \( i < j \) and \( S(e_i, e_i) \in \mathbb{R} \). Consequently, a quaternionic Hermitian form depends on \( n + 4 \frac{n(n-1)}{2} \) real variables:

4.3.3 Lemma. The space \( \mathcal{H}(V) \) of Hermitian forms on an \( n \)-dimensional quaternionic vector space \( V \) is a \( (2n-1)n \)-dimensional real vector space.

4.3.4 Now let \( V \cong \mathbb{H}^2 \) be a 2-dimensional quaternionic vector space. By the previous lemma, \( \mathcal{H}(V) \) is a 6-dimensional real vector space, \( \mathcal{H}(V) \cong \mathbb{R}^6 \); next we want to make it a Minkowski space, that is, we want to introduce a Lorentz inner product. For that purpose we choose a basis \( (e_1, e_2) \) of \( V \); then we define a symmetric bilinear form by its quadratic form\(^6\)

\[
\mathcal{H}(V) \to \mathbb{R}, \quad S \mapsto \langle S, S \rangle := |S(e_1, e_2)|^2 - S(e_1, e_1)S(e_2, e_2). \tag{4.1}
\]

Clearly this scalar product has Lorentz signature \((5, 1)\).

Choosing a different basis \( (\tilde{e}_1, \tilde{e}_2) = (e_1b_{11} + e_2b_{21}, e_1b_{12} + e_2b_{22}) \), we use the same method as in the lemma in \( \S \)4.2.5 to determine the relation of the associated scalar products \( \langle ., . \rangle \) and \( \langle ., \tilde{.} \rangle \): We decompose the change of basis in two,

\[
(e_1, e_2) \mapsto (e_1b_{11} + e_2b_{21}, e_2) =: (\tilde{e}_1, \tilde{e}_2) \quad \text{and} \quad (\tilde{e}_1, \tilde{e}_2) \mapsto (\tilde{e}_1, \tilde{e}_1[b_{11}^{-1}b_{12}] + \tilde{e}_2[b_{22} - b_{21}b_{11}^{-1}b_{12}]),
\]

\(^6\) Note that this is exactly the same way in which the (real) vector space of complex Hermitian matrices \( \begin{pmatrix} x_0 + x_3 & x_1 + ix_2 \\ x_1 - ix_2 & x_0 - x_3 \end{pmatrix} \) is made into a 4-dimensional Minkowski space (cf., [42]).
where we assume \( b_{11} \neq 0 \), without loss of generality, because we may interchange the roles of \( \hat{e}_1 \) and \( \hat{e}_2 \). Then, for any \( S \in \mathcal{H}(V) \), we compute

\[
\langle S, S \rangle = |b_{11}|^2 \langle S, S \rangle \quad \text{and} \quad \langle S, S \rangle = |b_{22} - b_{21}^{-1} b_{12}|^2 \langle S, S \rangle = [B] \cdot \langle S, S \rangle. \tag{4.2}
\]

**4.3.5 Lemma.** The scalar product (4.1) makes the space \( \mathcal{H}(V) \) of quaternionic Hermitian forms on a 2-dimensional quaternionic vector space \( V \) a 6-dimensional Minkowski space \( \mathbb{R}_1^6 \); this scalar product is invariantly defined up to (positive) rescaling.\(^7\)

**4.3.6** As a consequence of this lemma, the causal type is a well-defined notion for quaternionic Hermitian forms, and so are the notions of the “absolute quadric” \( S^4 \subset P\mathcal{H}(V) = \mathcal{H}(V)/\mathbb{R} \cong \mathbb{RP}^5 \) and of “polarity” in that \( \mathbb{RP}^5 \). Hence \( \mathcal{H}(V) \) is a suitable classical model space for 4-dimensional Möbius geometry.

We want to elaborate on this further: Next we wish to establish the relation between the absolute quadric \( S^4 \subset \mathbb{RP}^5 \) and the quaternionic projective line

\[
\mathbb{HP}^1 := \{ v \mathbb{H} \mid v \in \mathbb{H}^2 \setminus \{0\} \}. \tag{4.3}
\]

**4.3.7 Lemma.** The null directions \( \mathbb{R} S \subset \mathcal{H}(\mathbb{H}^2) \) are in 1-to-1 correspondence with the points of the quaternionic projective line \( \mathbb{HP}^1 : \mathbb{HP}^1 \cong S^4 \).

**4.3.8 Proof.** For a nonnull isotropic Hermitian form \( S \in \mathcal{H}(\mathbb{H}^2) \), we have \( |S(e_1, e_2)|^2 = S(e_1, e_1)S(e_2, e_2) \) and at least one, \( S(e_1, e_1) \) or \( S(e_2, e_2) \), does not vanish; without loss of generality, \( S(e_1, e_1) \neq 0 \).

Now suppose that \( v = e_1 \lambda_1 + e_2 \lambda_2 \in \mathbb{H}^2 \setminus \{0\} \) is an isotropic vector for \( S \). In particular, \( v \parallel e_1 \) since \( S(e_1, e_1) \neq 0 \), so that \( (e_1, v) \) is a basis. Since the Minkowski product \( \langle ., . \rangle \) on \( \mathcal{H}(\mathbb{H}^2) \) only changes by a real multiple when changing the basis \( (|\lambda_2|^2 \text{ in our case}) \), we have

\[
0 = S(e_1, e_1)S(v, v) = |S(e_1, v)|^2;
\]

hence \( S(e_1, v) = 0 \). Consequently, \( S(e_1, e_1)\lambda_1 + S(e_1, e_2)\lambda_2 = 0 \), so that\(^8\)

\[
v = -e_1 S(e_1, e_2)\lambda + e_2 S(e_1, e_1)\lambda \quad \text{with} \quad \lambda \in \mathbb{H} \setminus \{0\},
\]

that is, \( S \) has exactly one null direction \((-e_1 S(e_1, e_2) + e_2 S(e_1, e_1))\mathbb{H} \subset \mathbb{H}^2 \).

---

\(^7\) Remember, from §1.1.2, that we had the same scaling ambiguity when equipping the space \( \mathbb{R}^{n+2} \) of homogeneous coordinates for the classical model of Möbius geometry with a Minkowski product.

\(^8\) Remember that \( S(e_1, e_1) \in \mathbb{R} \) commutes with any quaternion.
On the other hand, given \( v = e_1 v_1 + e_2 v_2 \in \mathbb{H}^2 \setminus \{0\} \),
\[
S_v(e_1, e_1) := |v_2|^2, \quad S_v(e_1, e_2) := -v_1 \bar{v}_2, \quad \text{and} \quad S_v(e_2, e_2) := |v_1|^2 \quad (4.4)
\]
define an isotropic Hermitian form \( S_v \) having \( v \mathbb{H} \) as its null direction.  

4.3.9 Having established a 1-to-1 correspondence between \( \mathbb{H}P^1 \) and the conformal 4-sphere \( S^4 \), we need to characterize hyperspheres in \( \mathbb{H}P^1 \) and the incidence of hyperspheres \( S \in S_5^1 \subset \mathfrak{F}(\mathbb{H}^2) \) and points \( v \mathbb{H} \in \mathbb{H}P^1 \).

There are two strategies to attack the problem: a direct way, using affine coordinates, or using the characterizations from the classical model. We will indicate both approaches. Fix a basis \((e_1, e_2)\) of \( \mathbb{H}^2 \) so that we have a well-defined Minkowski scalar product on \( \mathfrak{F}(\mathbb{H}^2) \), and fix a unit \( S \in \mathfrak{F}(\mathbb{H}^2) \).

4.3.10 To determine the form of \( S \), we distinguish two cases, depending on whether \( S(e_1, e_1) = 0 \) or \( S(e_1, e_1) \neq 0 \):
\[
S = \begin{pmatrix} 0 & -n \\ -\bar{n} & 2d \end{pmatrix} \quad \text{or} \quad S = \frac{1}{r} \begin{pmatrix} 1 & -m \\ -\bar{m} & |m|^2 - r^2 \end{pmatrix}
\]
with suitable \( n, m \in \mathbb{H} \) and \( d, r \in \mathbb{R} \), respectively. Then, in terms of the affine coordinates, \( v = e_1 q + e_2 \) is isotropic for \( S \) if and only if \( q \in \mathbb{H} \) lies on the plane with unit normal \( n \) and distance \( d \) from the origin or it has distance \( r \) from the point \( m \in \mathbb{H} \):
\[
S(v, v) = -\bar{q}n - \bar{n}q + 2d \quad \text{or} \quad S(v, v) = \frac{1}{r} \{|q - m|^2 - r^2\}.
\]

4.3.11 In the classical model, the incidence of a point and a sphere is encoded by orthogonality (polarity; cf., Figure T.1). With the Hermitian form \( S_v \), defined in (4.4) above, a straightforward computation yields
\[
\langle S, S_v \rangle = -\frac{1}{2} S(v, v),
\]
so that \( v \mathbb{H} \in S^4 \cong \mathbb{H}P^1 \) lies on the hypersphere \( RS \in \mathbb{RP}_O^5 \tilde{\subset} P \mathfrak{F}(\mathbb{H}^2) \) if and only if \( S(v, v) = 0 \). Note that this condition does not depend on the choices \( S \) and \( v \) of homogeneous coordinates.

In either way we obtain the following:

4.3.12 Lemma. The spacelike lines \( RS \subset \mathfrak{F}(\mathbb{H}^2) \) are in 1-to-1 correspondence with the hyperspheres \( S \subset S^4 \) via isotropy:
\[
v \mathbb{H} \in S \subset \mathbb{H}P^1 \cong S^4 \quad \Leftrightarrow \quad S(v, v) = 0.
\]
4.4 The Möbius group

The general linear group \( Gl(2, \mathbb{H}) \) canonically acts on the space \( \mathfrak{g}(\mathbb{H}^2) \) of quaternionic Hermitian forms via

\[
Gl(2, \mathbb{H}) \times \mathfrak{g}(\mathbb{H}^2) \rightarrow \mathfrak{g}(\mathbb{H}^2), \quad (A, S) \mapsto AS := S(A^{-1} \cdot, A^{-1} \cdot).
\]

(4.5)

Fixing a basis \((e_1, e_2)\) of \( \mathbb{H}^2 \) and, therefore, a Lorentz scalar product \( \langle \cdot, \cdot \rangle \) on \( \mathfrak{g}(\mathbb{H}^2) \), we have

\[
[A \langle AS, AS \rangle = \langle S, S \rangle;
\]

namely, we clearly have \( \langle S, S \rangle = \langle AS, AS \rangle \) with the scalar product \( \langle \cdot, \cdot \rangle \) taken with respect to the basis \((\tilde{e}_1, \tilde{e}_2) = (Ae_1, Ae_2)\) (see (4.1)). The transformation formula (4.2) then yields the result. In particular,

4.4.1 Lemma. After fixing a basis \((e_1, e_2)\) of \( \mathbb{H}^2 \), the special linear group \( Sl(2, \mathbb{H}) \) canonically acts by isometries on \( \mathfrak{g}(\mathbb{H}^2) \cong \mathbb{R}_1^6 \).

Two endomorphisms \( A, \tilde{A} \in Sl(2, \mathbb{H}) \) yield the same isometry if and only if \( \tilde{A} = \pm A \).

4.4.2 Proof. The first part is clear from the above considerations; it remains to prove the second assertion.

Clearly, \( AS = (-A)S \); for the converse, it suffices to show that \( AS = S \) for all \( S \in \mathfrak{g}(\mathbb{H}^2) \) implies \( A = \pm id \). Since the isotropic Hermitian forms \( S \in \mathfrak{g}(\mathbb{H}^2) \) are in 1-to-1 correspondence with the points of the conformal 4-sphere \( \mathbb{H}P^1 \), we deduce that \( A^{-1} \) induces the identity on \( \mathbb{H}P^1 \), that is, every vector \( v \in \mathbb{H}^2 \) is an eigenvector of \( A^{-1} \). In particular, if \((e_1, e_2)\) denotes a basis of \( \mathbb{H}^2 \), we have \( A^{-1}e_i = e_i \lambda_i \). Defining \( S \in \mathfrak{g}(\mathbb{H}^2) \) by

- \( S(e_i, e_i) = 1 \) and \( S(e_1, e_2) = 0 \), we deduce that \( |\lambda_i|^2 = 1 \); and,
- \( S(e_i, e_i) = 0 \) and \( S(e_1, e_2) = c \), we find \( \lambda_1 c = c \lambda_2 \) for arbitrary \( c \in \mathbb{H} \).

As a consequence, \( \lambda_1 = \lambda_2 = \pm 1 \).

4.4.3 Corollary. The action of \( Sl(2, \mathbb{H}) \) on \( \mathbb{H}P^1 \) preserves hyperspheres: \( Sl(2, \mathbb{H}) \) acts on \( \mathbb{H}P^1 \cong S^4 \) by Möbius transformations.

4.4.4 This corollary follows with §4.3.7 from the previous lemma when employing the classical model of Möbius geometry (cf., Figure T.1), or it follows directly with the description of hyperspheres in \( \mathbb{H}P^1 \) and the characterization of incidence given in §4.3.12.

4.4.5 Using some basis \((e_1, e_2)\) of \( \mathbb{H}^2 \), we may introduce affine coordinates

\[
\mathbb{H}P^1 = \mathbb{H} \cup \{\infty\} = \{(e_1 q + e_2) \mathbb{H} \mid q \in \mathbb{H}\} \cup \{e_1 \mathbb{H}\}
\]

to find that the action \( (A, v) \mathbb{H} \mapsto (Av) \mathbb{H} \) of \( Sl(2, \mathbb{H}) \) — or, equally, of \( Gl(2, \mathbb{H}) \) — on \( \mathbb{H}P^1 \) is by fractional linear transformations:

\[
A(e_1 q + e_2) \mathbb{H} = (e_1 (a_{11} q + a_{12})(a_{21} q + a_{22})^{-1} + e_2) \mathbb{H}.
\]
Thus we succeeded to describe certain Möbius transformations as fractional linear transformations, just as in the complex case. Note that real multiples cancel in the action, so that we indeed obtain an action of the 15-dimensional group $\text{PGl}(2,H) = \text{Gl}(2,H)/\mathbb{R} = \text{Sl}(2,H)/\pm 1$.

4.4.6 So far we have learned that any transformation $A \in \text{Sl}(2,H)$ projects to a Lorentz transformation of $R^6_1 \cong \mathfrak{F}(H^2)$ and to a Möbius transformation of the conformal 4-sphere $S^4 \cong H\mathbb{P}^1$, respectively; moreover, we know that $A, \tilde{A} \in \text{Sl}(2,H)$ project to the same Lorentz transformation iff $\tilde{A} = \pm A$.

We want to study the structure of this map $\text{Sl}(2,H) \to O_1(6)$, given by (4.5), and $\text{Sl}(2,H) \to \text{Möb}(4)$, respectively, further. Clearly, the map

$$r : \text{Sl}(2,H) \to O_1(6), \quad r(A)S := S(A^{-1}., A^{-1}.)$$

is a group homomorphism, that is, $r(AB) = r(A)r(B)$. Consequently, its differential at the identity,

$$\varrho := d_{id}r : \mathfrak{sl}(2,H) \to \mathfrak{o}_1(6), \quad \varrho(X)S = -S(X,..) - S(., X.),$$

is a Lie algebra homomorphism: It is $\mathbb{R}$-linear and $[\varrho(X), \varrho(Y)] = \varrho([X,Y])$.

Moreover, we can show that $\varrho$ is injective: Suppose $\varrho(X) = 0$, that is, $\varrho(X)S = 0$ for all $S \in \mathfrak{F}(H^2)$. Writing $Xe_j = \sum_i e_i x_{ij}$ in terms of some basis $(e_1, e_2)$ of $H^2$ (see §4.1.7) and denoting $S(e_i, e_j) =: s_{ij}$, we have

$$0 = -\varrho(X)S(e_i, e_j) = \bar{x}_{1i}s_{1j} + s_{i1}x_{1j} + \bar{x}_{2i}s_{2j} + s_{i2}x_{2j},$$

where the $s_{ii} \in \mathbb{R}$ and $\bar{s}_{21} = s_{12} \in H$ can be arbitrarily chosen: choosing $s_{12} = 0$ in the $(i,j) = (1,2)$-term we learn that $x_{12} = x_{21} = 0$; $s_{12} = 0$ in the $(i,i)$-terms yields $x_{ii} \in \text{Im} H$; and then $s_{ii} = 0$ in the $(1,2)$-term reads $s_{12}x_{22} = -\bar{x}_{11}s_{12} = x_{11}s_{12}$ for all $s_{12} \in H$, that is, $x_{22} = x_{11} \in \text{Im} H$ ($s_{12} = 1$) commutes with all $s_{12} \in \text{Im} H$ or, otherwise said, $\forall s_{12} \in \mathbb{R}^3 : x_{11} \times s_{12} = 0$ with the cross-product $\times$ on $\mathbb{R}^3$, so that $x_{ii} = 0$ also.

Hence $X = 0$ and $\varrho$ is shown to be injective.

Surjectivity then follows from a dimension argument: Considering quaternionic $2 \times 2$ matrices as complex $4 \times 4$ matrices, $\mathfrak{gl}(2,H) \cong \mathfrak{gl}(4,C)$, our definition of $\text{Sl}(2,H)$ in §4.2.8 tells us that

$$\mathfrak{sl}(2,H) = \mathfrak{gl}(2,H) \cap \mathfrak{sl}(4,C) = \{ X \in \mathfrak{gl}(2,H) | \text{Re tr} X = 0 \}$$

9) Note that $\text{Re tr} X$ makes sense since the real part of a quaternionic product is symmetric: Hence the real part of the trace of a quaternionic endomorphism is independent of the choice of basis used to represent the endomorphism as a matrix.
has real dimension $\dim \mathfrak{sl}(2, \mathbb{H}) = 15 = \dim \mathfrak{o}(6)$: Note that the complex trace $\text{tr}_{c'} : \mathfrak{gl}(2, \mathbb{H}) \to \mathbb{R}$ is real-valued (see §4.1.3).

Thus we have proved the following:

4.4.7 Lemma. The differential (4.7) of the above map $\text{Sl}(2, \mathbb{H}) \to O_1(6)$, given in (4.6), is a real Lie algebra isomorphism $\varphi : \mathfrak{sl}(2, \mathbb{H}) \to \mathfrak{o}(6)$.

4.4.8 Hence, by the preceding lemma, the identity component of $\text{Sl}(2, \mathbb{H})$ is a double cover of the identity component of $O_1(6)$ (see [298]). Since the identity component of $O_1(6)$ is just the orientation-preserving Möbius transformations, we learn that the identity component of $\text{Sl}(2, \mathbb{H})$ is a double cover of the orientation-preserving Möbius transformations.

Hence, in order to obtain the following theorem, it remains to show that $\text{Sl}(2, \mathbb{H})$ is simply connected, that is, we have to show that it is connected and any loop $F : S^1 \to \text{Sl}(2, \mathbb{H})$ is homotopic to a constant loop.

4.4.9 Theorem. $\text{Sl}(2, \mathbb{H})$ is the universal cover of the identity component of $O_1(6)$; as such, it is the (double) universal cover of the group $\text{Möb}^+(4)$ of orientation-preserving Möbius transformations of $S^4 \cong \mathbb{HP}^1$.

4.4.10 Proof. $\text{Sl}(2, \mathbb{H})$ is connected: Let $A \in \text{Sl}(2, \mathbb{H})$; we want to show that there is a path joining $A$ to the identity $id \in \text{Sl}(2, \mathbb{H})$.

Choose a basis $(e_1, e_2)$ of $\mathbb{H}^2$ and consider the two points $Ae_i \mathbb{H} \in \mathbb{HP}^1$. Since the space of point pairs $\mathfrak{P} := \{(p_1, p_2) \mid p_i \in \mathbb{HP}^1, p_1 \neq p_2\}$, with $\mathbb{HP}^1$, connected, we can join the pair $(Ae_1 \mathbb{H}, Ae_2 \mathbb{H})$ to $(e_1 \mathbb{H}, e_2 \mathbb{H})$; a lift of this path to $\text{Sl}(2, \mathbb{H})$ joins $A$ to an endomorphism $B$ with eigenvectors $e_1$ and $e_2$, that is, we have $Be_i = e_i b_i$. $B \in \text{Sl}(2, \mathbb{H})$ implies $|b_1|^2 |b_2|^2 = 1$. Since $S^3$ is connected, we can now join $B$ to some endomorphism $C$ with real positive “eigenvalues,” $Ce_1 = e_1 e^c$ and $Ce_2 = e_2 e^{-c}$. Finally, a continuous rescaling joins $C$ to the identity.

4.4.11 $\text{Sl}(2, \mathbb{H})$ is simply connected: Now let $A : S^1 \to \text{Sl}(2, \mathbb{H})$ be a loop in $\text{Sl}(2, \mathbb{H})$; we want to show that $A$ is null homotopic.

Here we use the same idea as above: Choosing a basis $(e_1, e_2)$ of $\mathbb{H}^2$, we obtain a loop $(Ae_1 \mathbb{H}, Ae_2 \mathbb{H}) : S^1 \to \mathfrak{P}$ in the space of point pairs. Since $\mathfrak{P}$

---

10) Recall that the Lorentz group $O_1(6)$ decomposes into four components, determined by the orientation and the future orientation: The identity component consists of those transformations that preserve both orientation and future orientation. From §1.3.17 we know that any orientation-preserving Möbius transformation $\mu$ can be obtained as the composition of an even number of inversions, that is, of an even number of reflections in Minkowski hyperplanes in $\mathbb{R}_0^6$. Hence this composition $A \in O_1(6)$ preserves future orientation and has determinant $\det A = +1$. Therefore, $\mu$ comes from an element of the identity component of $O_1(6)$. Note that, equally, $\mu$ is given by $-A$, which is orientation-preserving but does not preserve future orientation.
is, with $\mathbb{HP}^1$, simply connected,\textsuperscript{11}) this loop can be contracted to a constant loop. Hence $A$ is homotopic to a loop $B : S^1 \to Sl(2, \mathbb{H})$ that fixes, without loss of generality, the points $e_i \mathbb{H} \in \mathbb{HP}^1$. Then, by the simple connectedness of $S^3$, $B$ is homotopic to a loop $C$ with $Ce_1 = e_1 e^u$ and $Ce_2 = e_2 e^{-u}$ with some function $u : S^1 \to \mathbb{R}$, as above. Finally, a uniform scaling $u \to 0$ yields the homotopy to a constant loop in $Sl(2, \mathbb{H})$.

\textbf{4.4.12} In both parts of the proof of the previous theorem we made heavy use of the space of point pairs $\mathcal{P}$ in $S^4 \cong \mathbb{HP}^1$. Thus this seems to be a good time to investigate the geometry of this space a bit further — in particular, as it will reappear when we discuss Darboux pairs of isothermic surfaces.

\textbf{4.5 The space of point pairs}

When describing $m$-spheres in the classical model, we already discussed 0-spheres, or “point pairs,” as a special case: They could be identified with hyperbolic sphere pencils, that is, with Minkowski 2-planes in the classical coordinate Minkowski space $\mathbb{R}^{n+2}_1$ (see Figure T.1). Thus, as a Grassmannian, the space of point pairs is a (pseudo-Riemannian) symmetric space, as we already discussed briefly in the context of our lemma in §3.3.2; in particular, it is a reductive homogeneous space.

\textbf{4.5.1} In the quaternionic setup the space of point pairs

\[ \mathcal{P} = \{ (\hat{p}, p) \in \mathbb{HP}^1 \times \mathbb{HP}^1 | p \neq \hat{p} \} \]

can be described as follows\textsuperscript{12}): Fixing two base points $\infty, 0 \in \mathbb{HP}^1$, any pair of points $p, \hat{p} \in \mathbb{HP}^1$ can be obtained as the image of the two base points under a Möbius transformation $\mu \in \text{Möb}(4)$, $\hat{p} = \mu(\infty)$ and $p = \mu(0)$. Of course, this Möbius transformation is not unique: Precomposing\textsuperscript{13)} $\mu$ with any Möbius transformation that has $\infty$ and $0$ as fixed points provides another choice $\hat{\mu}$ of a suitable Möbius transformation.

\textbf{4.5.2} In terms of homogeneous coordinates, fixing the two base points $\infty, 0$ amounts to fixing a basis $(e_\infty, e_0)$ of $\mathbb{H}^2$, where $0 = e_0 \mathbb{H}$ and $\infty = e_\infty \mathbb{H}$.

\textsuperscript{11}) Note that, for a point pair map $(f_1, f_2) : M \to \mathcal{P}$, one requires $f_1(p) \neq f_2(p)$ for all $p \in M$; it does not have to satisfy $f_1(M) \cap f_2(M) = \emptyset$.

\textsuperscript{12}) This particularly simple description may, in fact, be a reason why the transformation theory of isothermic surfaces, as described in the following chapter, is treated with such ease in the quaternionic model.

\textsuperscript{13}) Note that this is the same as postcomposing with a Möbius transformation that has $p$ and $\hat{p}$ as fixed points: The Möbius transformations with $\hat{p}, p$ as fixed points are obtained from those with $\infty, 0$ as fixed points by conjugation with $\mu$. 

up to (quaternionic) rescalings of $e_\infty$ and $e_0$. Then a point pair $(\hat{v}H, vH)$ is given as the image of a transformation $A \in Sl(2, \mathbb{H})$, that is, up to scaling $v = Ae_0$ and $\hat{v} = Ae_\infty$. Precomposition with a Möbius transformation that has fixed points $\infty$ and $0$ now becomes a precomposition of $A$ with some $H \in Sl(2, \mathbb{H})$ that has $e_\infty$ and $e_0$ as eigenvectors. Note how this gauge freedom exactly compensates for the ambiguity in choosing homogeneous coordinates $e_\infty$ and $e_0$ for the base points $\infty$ and $0$. Hence,

4.5.3 Lemma. The space of point pairs in $S^4 \cong \mathbb{H}P^1$ is a homogeneous space

$$\mathcal{P} = Sl(2, \mathbb{H})/K_{\infty,0},$$

where $K_{\infty,0} := \{H \in Sl(2, \mathbb{H}) \mid He_i = e_i \lambda_i, i = 0, \infty\}$ denotes the isotropy group of some chosen base point $(\infty,0) = (e_\infty H, e_0 H) \in \mathcal{P}$.

4.5.4 Notation. Note that the matrix $M_A$ of $A$ in terms of the basis $(e_\infty, e_0)$ contains the coordinates of the point pair $(Ae_\infty H, Ae_0 H)$ as its columns. For this reason, we will often write $A = (Ae_\infty, Ae_0)$.

4.5.5 We may identify the isotropy group $K_{\infty,0}$ of our chosen base point as the subgroup $\{A \in Sl(2, \mathbb{H}) \mid AR = RA\}$ of special linear transformations that commute with the reflection $R : (e_\infty, e_0) \mapsto (-e_\infty, e_0)$ in the base point.

Differentiating, we learn that the isotropy algebra $\mathfrak{k}_{\infty,0}$ is the $+1$-eigenspace of the involution $Ad_R : \mathfrak{sl}(2, \mathbb{H}) \rightarrow \mathfrak{sl}(2, \mathbb{H})$. The $-1$-eigenspace of $Ad_R$ then provides a canonical complement $\mathfrak{p}_{\infty,0}$ of $\mathfrak{k}_{\infty,0} \subset \mathfrak{sl}(2, \mathbb{H})$ and hence a model for the tangent space $T(\infty,0)\mathcal{P} \cong \mathfrak{sl}(2, \mathbb{H})/\mathfrak{k}_{\infty,0} \cong \mathfrak{p}_{\infty,0}$ of $\mathcal{P}$ at the base point $(\infty,0)$. Left translation $\mathfrak{p}_{\infty,0} \rightarrow \mathcal{A}\mathfrak{p}_{\infty,0}$ by $A \in Sl(2, \mathbb{H})$ with $Ae_\infty H = \hat{p}$ and $Ae_0 H = p$ shifts that model to any tangent space $T(\hat{p},p)\mathcal{P}$ at $(\hat{p},p) \in \mathcal{P}$. Note that $Sl(2, \mathbb{H})$ acts transitively on $\mathcal{P}$ and that $\mathfrak{p}_{\infty,0}$ is invariant under left translation by the isotropy group.

4.5.6 Since $\mathfrak{p}_{\infty,0} := \{X \in \mathfrak{sl}(2, \mathbb{H}) \mid Ad_R X = -X\}$ is defined as the $-1$-eigenspace of $Ad_R$, the decomposition

$$\mathfrak{sl}(2, \mathbb{H}) = \mathfrak{k}_{\infty,0} \oplus \mathfrak{p}_{\infty,0}$$

is a symmetric decomposition of the Lie algebra $\mathfrak{sl}(2, \mathbb{H})$, that is, we have

$$[\mathfrak{k}_{\infty,0}, \mathfrak{k}_{\infty,0}] \subset \mathfrak{k}_{\infty,0}, \quad [\mathfrak{k}_{\infty,0}, \mathfrak{p}_{\infty,0}] \subset \mathfrak{p}_{\infty,0}, \quad [\mathfrak{p}_{\infty,0}, \mathfrak{p}_{\infty,0}] \subset \mathfrak{k}_{\infty,0},$$

(4.9)

making the space $\mathcal{P}$ of point pairs a reductive homogeneous space (cf., (2.6)).

4.5.7 We now turn to maps into the space of point pairs: Often we will use frames to describe their geometry. Thus, in the rest of this section, we want to discuss frames, their gauge transformations, the structure equations,
and compatibility conditions. In order to be able to “translate” results and computations from the classical setup (see Figures T.1 and T.2), we will finally derive a formula that gives the relation between a quaternionic connection form and the “classical connection form” (1.1).

4.5.8 **Definition.** Let \((\hat{f}, f) : M \to \mathfrak{P}\) be a point pair map and fix a base point \((\infty, 0) \in \mathfrak{P}\). Then a map \(F : M \to Sl(2, \mathbb{H})\) is called an adapted frame for the point pair map if \((\hat{f}, f) = (Fe_\infty \mathbb{H}, Fe_0 \mathbb{H})\).

4.5.9 Now let \((\hat{f}, f) : M \to \mathfrak{P}\) with adapted frame \(F : M \to Sl(2, \mathbb{H})\). Then we may choose homogeneous coordinates for both maps, also denoted by \(f\) and \(\hat{f}\), so that the frame can be identified with the (homogeneous coordinates of the) point pair map, \(F = (\hat{f}, f) : M \to Sl(2, \mathbb{H})\).

The structure equations \(dF = F \Phi\) then read

\[
\Phi = \begin{pmatrix} \varphi & \psi \\ \psi & \varphi \end{pmatrix} \Leftrightarrow \begin{cases} d\hat{f} = \hat{f} \varphi + f\hat{\psi} \\ df = f\psi + f\varphi, \end{cases} \tag{4.10}
\]

where \(\Phi = F^{-1}dF : TM \to \mathfrak{sl}(2, \mathbb{H})\) denotes the connection form of \(F\). A gauge transformation \((\hat{f}, f) \mapsto (\hat{f}a, fa)\), that is, \(F \mapsto \tilde{F} = FH\) with \(H : M \to K_{\infty,0}\), \(He_0 = e_0 a\) and \(He_\infty = e_\infty \hat{a}\), has the effect

\[
d(\hat{f}a) = \hat{f}(d\hat{a} + \hat{\varphi}\hat{a}) + f\hat{\psi}\hat{a} \\
d(fa) = f\psi a + f(da + \varphi a)
\]
or, in terms of connection forms,

\[
\tilde{\Phi} = H^{-1}(\Phi H + dH) = \begin{pmatrix} \hat{a}^{-1}(d\hat{a} + \hat{\varphi}\hat{a}) & \hat{a}^{-1}\psi \hat{a} \\ a^{-1}\hat{\psi}\hat{a} & a^{-1}(da + \varphi a) \end{pmatrix}. \tag{4.11}
\]

4.5.10 The integrability conditions (Maurer-Cartan equation) for the connection form (4.10) read\(^{14}\)

\[
0 = d\Phi + \frac{1}{2}[\Phi \wedge \Phi] \Leftrightarrow 0 = d^2f = d^2\hat{f}.
\]

According to the symmetric decomposition (4.9) of \(\mathfrak{sl}(2, \mathbb{H})\), the Maurer-Cartan equation splits into four “scalar” equations: The \(\xi_{\infty,0}\)-part yields the Gauss-Ricci equations

\[
0 = d\hat{\varphi} + \hat{\varphi} \wedge \hat{\varphi} + \psi \wedge \hat{\psi}, \\
0 = d\varphi + \varphi \wedge \varphi + \hat{\psi} \wedge \psi, \tag{4.12}
\]

\(^{14}\) Remember (see Footnote 1.33) that we defined \([\Phi \wedge \Psi](x, y) := [\Phi(x), \Psi(y)] - [\Phi(y), \Psi(x)].\)
while the $p_{\infty,0}$-part gives the Codazzi equations

\begin{align*}
0 &= d\psi + \psi \wedge \varphi + \varphi \wedge \psi, \\
0 &= d\tilde{\psi} + \psi \wedge \tilde{\varphi} + \varphi \wedge \tilde{\psi}.
\end{align*}

### 4.5.11

Now let $S, \tilde{S} \in \mathfrak{h}(\mathbb{H}^2) \cong \mathbb{R}^6_1$ denote two fixed (constant) quaternionic Hermitian forms. Using the fact that $r : Gl(2, \mathbb{H}) \to O_1(6)$ (defined in (4.6)) is a Lie group homomorphism, we obtain $d_p (r \circ F) = r(F(p))g(\Phi|_p)$. Together with the fact that $r$ takes values in the isometry group of $\mathbb{R}^6_1$, we then deduce

\[ \langle d(FS), F\tilde{S} \rangle = \langle g(\Phi)S, \tilde{S} \rangle, \]

where, for brevity, we write $FS$ for $(r \circ F)S$ (cf., (4.5)). To compute the scalar product, we evaluate $S$ and $\tilde{S}$ on a basis $(e_\infty, e_0)$ of $\mathbb{H}^2$ (see (4.1)) and find

\begin{align*}
\langle g(\Phi)S, \tilde{S} \rangle &= \text{Re}(\tilde{\varphi})\tilde{S}(e_0, e_0)S(e_\infty, e_\infty) - \text{Re}(\tilde{S}(e_0, e_\infty)S(e_\infty, e_0)\varphi) \\
&\quad + \text{Re}(\varphi)\tilde{S}(e_0, e_0)\tilde{S}(e_\infty, e_\infty) - \text{Re}(\tilde{S}(e_0, e_\infty)\tilde{S}(e_\infty, e_0)\varphi) \\
&\quad + \text{Re}(S(e_0, e_\infty)\psi)\tilde{S}(e_\infty, e_\infty) - \text{Re}(\tilde{S}(e_0, e_\infty)\psi)S(e_\infty, e_\infty) \\
&\quad + \text{Re}(S(e_\infty, e_0)\tilde{\psi})\tilde{S}(e_0, e_0) - \text{Re}(\tilde{S}(e_\infty, e_0)\tilde{\psi})S(e_0, e_0).
\end{align*}

### 4.5.12

With this we are prepared to establish the relation between a classical $\mathfrak{o}_1(6)$-connection form (1.1) and its quaternionic counterpart (4.10): Choose a basis $(S_0, S_1, S_i, S_j, S_k, S_\infty)$ of $\mathfrak{h}(\mathbb{H}^2)$ such that, for $c = 1, i, j, k,$

\begin{align*}
1 &= S_0(e_\infty, e_\infty); \quad 0 = S_0(e_\infty, e_0), \quad 0 = S_0(e_0, e_0), \\
0 &= S_c(e_\infty, e_\infty); \quad \bar{c} = S_c(e_\infty, e_0), \quad 0 = S_c(e_0, e_0), \\
0 &= S_\infty(e_\infty, e_\infty), \quad 0 = S_\infty(e_\infty, e_0), \quad 1 = S_\infty(e_0, e_0).
\end{align*}

In this way the $S$’s define a pseudo-orthonormal basis — however, in contrast to the basis we used in (1.1), here we have $\langle S_0, S_\infty \rangle = -\frac{1}{2}$. By combining this with the formulas from the previous paragraph, we finally can express the components of the connection form (4.10) in terms of the $\mathbb{R}^6_1$-moving frame:

\begin{align*}
\varphi &= \langle d(FS_\infty), FS_0 \rangle + \frac{\langle d(FS_1), FS_{i} \rangle + \langle d(FS_{i}), FS_{j} \rangle + \langle d(FS_{i}), FS_{k} \rangle}{2} \\
&\quad + \frac{\langle d(FS_{j}), FS_{i} \rangle + \langle d(FS_{i}), FS_{j} \rangle + \langle d(FS_{j}), FS_{k} \rangle}{2}, \\
\tilde{\varphi} &= \langle d(FS_0), FS_\infty \rangle - \frac{\langle d(FS_1), FS_{i} \rangle + \langle d(FS_{i}), FS_{j} \rangle + \langle d(FS_{i}), FS_{k} \rangle}{2} \\
&\quad + \frac{\langle d(FS_{j}), FS_{i} \rangle + \langle d(FS_{i}), FS_{j} \rangle + \langle d(FS_{j}), FS_{k} \rangle}{2}, \\
\psi &= -\langle d(FS_0), FS_1 \rangle \\
&\quad + \langle d(FS_0), FS_{i} \rangle + \langle d(FS_0), FS_{j} \rangle + \langle d(FS_0), FS_{k} \rangle, \\
\tilde{\psi} &= -\langle d(FS_\infty), FS_1 \rangle \\
&\quad + \langle d(FS_\infty), FS_{i} \rangle - \langle d(FS_\infty), FS_{j} \rangle - \langle d(FS_\infty), FS_{k} \rangle.
This “translation table” provides the basis for carrying over the geometric interpretations in §1.7.6 or §1.7.7 of the structure equations in the classical setup to the quaternionic setup — in situations where \( f \) or \( \hat{f} \) envelope one (or more) of the sphere congruences \( FS_1, FS_i, FS_j, \) or \( FS_k \) given by the frame. For example, this will become of interest when we discuss the isothermic transformations of surfaces of constant mean curvature in space forms in the next chapter.

4.6 The space of single points

Just as point pair maps will canonically turn up in various contexts, we will be interested in single maps into the conformal 4-sphere in other situations: There will not always be canonical partners for the surfaces that we are going to consider. Just as the space of point pairs, the conformal 4-sphere can be considered as a \( \text{M"ob}(4) \)-homogeneous or a \( Sl(2, \mathbb{H}) \)-homogeneous space, respectively. Fixing, as before, a base point \( 0 \in S^4 \), any point \( p \in S^4 \) can be described as the image of a Möbius transformation \( \mu \in \text{M"ob}(4) \) that is unique up to precomposition with a Möbius transformation that fixes the base point \( 0 \):

4.6.1 Lemma. The conformal 4-sphere \( S^4 \cong \mathbb{H}P^1 \) is a homogeneous space

\[
S^4 = Sl(2, \mathbb{H})/K_0, \quad \text{where} \quad K_0 := \{ H \in Sl(2, \mathbb{H}) \mid H e_0 = e_0 \lambda_0 \}
\]

denotes the isotropy group of some chosen base point \( 0 = e_0 \mathbb{H} \in S^4 \).

4.6.2 Note that, choosing a basis \((e_0, e_{\infty})\) of \( \mathbb{H}^2 \) with \( 0 = e_0 \mathbb{H} \) in order to obtain a matrix representation, this isotropy subgroup \( K_0 \) consists of upper triangular matrices. Any change of basis that preserves the condition on the first vector providing homogeneous coordinates for the chosen base point is given by an element of \( K_0 \), that is, by an upper triangular matrix in terms of the old basis.

4.6.3 Also note that \( S^4 = Sl(2, \mathbb{H})/K_0 \) is a nonreductive homogeneous space: This corresponds to the fact that we are considering the conformal 4-sphere \( S^4 \). In fact, \( S^4 = Sl(2, \mathbb{H})/K_0 \) is a homogeneous \( Sl(2, \mathbb{H}) \)-space with parabolic isotropy subgroup \( K_0 \), so that the conformal \( S^4 \) appears as a symmetric \( R \)-space (see [52] for details). Thus, in contrast to the situation of the space of point pairs, there is no symmetric decomposition of the Lie algebra \( \mathfrak{sl}(2, \mathbb{H}) \) nor a canonical complement of the isotropy algebra

\[
\mathfrak{k}_0 = \{ X \in \mathfrak{sl}(2, \mathbb{H}) \mid X 0 \subset 0 \} \subset \mathfrak{sl}(2, \mathbb{H})
\]
to be identified with the tangent space\(^{15}\) \( T_0S^4 \cong \mathfrak{sl}(2, \mathbb{H})/\mathfrak{k}_0 \). However, after choosing a second point \( \infty \in S^4 \setminus \{0\} \), there is a canonical complement

\[
\mathfrak{p}_\infty = \{ X \in \mathfrak{sl}(2, \mathbb{H}) \mid \ker X = \text{im} X = \infty \}
\]

associated with that choice, and we recover our symmetric decomposition (4.9) relative to the choice of base point \((\infty, 0)\) in the space \( \mathfrak{P} \) of point pairs with\(^{16}\)

\[
\mathfrak{k}_0 = \mathfrak{k}_{\infty, 0} \oplus \mathfrak{p}_0, \quad \text{where} \quad \mathfrak{p}_0 = \{ X \in \mathfrak{k}_0 \mid \ker X = \text{im} X = 0 \}.
\]

Note that both subspaces \( \mathfrak{p}_0 \) and \( \mathfrak{p}_\infty \) are \( \text{ad}_{\mathfrak{k}_{\infty, 0}} \)-stable, \( [\mathfrak{k}_{\infty, 0}, \mathfrak{p}_i] \subset \mathfrak{p}_i \).

4.6.4 As before, in the case of the space of point pairs, a main purpose of the above view on the conformal 4-sphere \( S^4 \) as a homogeneous space is to justify our view on frames for a map \( f : M \to S^4 \) as lifts \( F : M \to \text{SL}(2, \mathbb{H}) \) of the map into the symmetry group of the ambient geometry, and to clarify the form of the corresponding gauge transformations.

4.6.5 Definition. Fixing a base point \( 0 \in S^4 \), a map \( F : M \to \text{SL}(2, \mathbb{H}) \) is called an (adapted) frame for a map \( f : M \to \mathbb{H}P^1 \) if \( F \cdot 0 = f \).

4.6.6 After fixing a second base point \( \infty \in S^4 \), an adapted frame \( F \) provides a second map \( \hat{f} = F \cdot \infty \), thus providing a point pair map. In terms of homogeneous coordinates \((\hat{f}, f) = (Fe_\infty, Fe_0)\), we again have the structure equations (4.10). However, now a gauge transformation is of the form \((\hat{f}, f) \mapsto (fb + \hat{f}a, fa)\), that is, \( F \mapsto \hat{F} = FH \) with \( H : M \to K_0, He_0 = e_0a \), but \( He_\infty = e_\infty \hat{a} + e_0b \). When computing the effect on the connection form, we find

\[
\hat{\Phi} = \left( \begin{array}{c}
\hat{a}^{-1}[d\hat{a} + \phi \hat{a} + \psi b] \\
\hat{a}^{-1}(da + \phi a - b\hat{a}^{-1}[d\hat{a} + \phi \hat{a} + \psi b])
\end{array} \right) \quad \hat{a}^{-1} \psi a
\]

instead of (4.11).

Note that, as before, \( \psi \mapsto \hat{a}^{-1} \psi a \).

4.7 Envelopes

Remember from §1.6.3 that a (differentiable) map \( f : M^m \to S^n \) is called an envelope of a (hyper)sphere congruence \( S : M^m \to \mathbb{RP}^n_{O+1} \), that is, of a (smooth) \( m \)-parameter family of hyperspheres in \( S^n \), if, for all \( p \in M \),

\[
f(p) \in S(p) \quad \text{and} \quad T_{f(p)}f(M) \subset T_{f(p)}S(p).
\]

---

\(^{15}\)This may indeed be considered to be the reason why, when discussing the classical model, we never referred to the tangent space of the conformal 4-sphere but always dealt with tangent lines or planes instead (cf., §1.1.4).

\(^{16}\)The nilpotent subalgebra \( \mathfrak{p}_0 \subset \mathfrak{k}_0 \) does not depend on the choice of the second point \( \infty \).
In terms of homogeneous coordinates (local lifts) \( f : M^m \to L^{n+1} \subset \mathbb{R}_1^{n+2} \) and \( S : M^m \to S_1^{m+1} \), these two conditions were translated to

\[
\langle f, S \rangle = 0 \quad \text{and} \quad \langle df, S \rangle \equiv 0
\]

(see §1.6.3), that is, to the fact that the pair \((f, S) : M^m \to L^{n+1} \times S_1^{m+1}\) forms a strip (see §1.6.12). In this section it is our mission to give a quaternionic formulation of the enveloping conditions and to extend the notion of an envelope to 2-sphere congruences in the conformal 4-sphere \( \mathbb{H}P^1 \), so that we will be prepared to study the geometry of (2-dimensional) surfaces in \( S^4 \).

4.7.1 In §4.3.12 we discussed the incidence relation of a point and a hypersphere: The image points of a map \( f : M \to \mathbb{H}P^1 \) lie on the spheres of a congruence \( S : M \to S_5^1 \subset \mathfrak{H}(\mathbb{H}^2) \) if and only if \( S(f, f) \equiv 0 \).

There are several ways to obtain a quaternionic version of the second condition: One possibility is to use the explicit incarnation (4.4) of the correspondence between points in \( \mathbb{H}P^1 \) and isotropic lines in \( \mathfrak{H}(\mathbb{H}^2) \) (see §4.3.7) to rewrite the above scalar product as

\[
\langle df, S \rangle = -S(f, df) - S(df, f).
\]

Another possibility is to argue with the classical geometers: The map \( f \) envelopes the sphere congruence \( S \) if each point \( f(p) \) lies in the intersection of the sphere \( S(p) \) and any infinitesimally neighboring sphere \((S + dS)(p))\). Hence the enveloping conditions read

\[
0 = S(f, f), \quad 0 = (S + dS)(f, f) = dS(f, f) = -S(f, df) - S(df, f),
\]

where the last equality is obtained by differentiating \( S(f, f) \equiv 0 \).

4.7.2 Here, to entirely convince the reader, another rather affine argument shall be given: Given a sphere \( S = S(p) \), we may locally choose a basis \((e_\infty, e_0)\) of \( \mathbb{H}^2 \) such that \( S(e_\infty, e_\infty) \neq 0 \), that is, \( \infty = e_\infty \mathbb{H} \notin S \). Then \( S \) is of the form

\[
S(e_\infty, e_\infty) = \frac{1}{r}, \quad S(e_\infty, e_0) = -\frac{1}{r} m, \quad \text{and} \quad S(e_0, e_0) = \frac{1}{r} (|m|^2 - r^2),
\]

where \( m \in \mathbb{H} \) and \( r \in \mathbb{R} \) denote the center and radius of the sphere \( S \) in the affine Euclidean space \( \mathbb{R}^4 \cong \mathbb{H} \cong \{e_\infty q + e_0 \mid q \in \mathbb{H}\} \) (see §4.3.10). Writing \( f \) in affine coordinates, too, \( f = e_\infty f + e_0 \), the two conditions in (4.15) read

\[
0 = S(f, f) = \frac{1}{r}(|f - m|^2 - r^2) \quad \text{and} \quad 0 = \text{Re} S(f, df) = \frac{1}{r} df \cdot (f - m).
\]

In either way we obtain the following:
4.7.3 Lemma. A smooth map \( f : M \to \mathbb{H}P^1 \) envelopes\(^{17}\) a (hyper)sphere congruence \( S : M \to S^5_1 \subset \mathfrak{f}(\mathbb{H}^2) \) if and only if

\[
S(f, f) = 0 \quad \text{and} \quad S(f, df) + S(df, f) \equiv 0.
\]

4.7.4 If \( F : M \to Sl(2, \mathbb{H}) \) is an adapted frame for the map \( f : M \to \mathbb{H}P^1 \), \( f = Fe_0 H \), and \( S = FS \equiv (r \circ F)\hat{S} \) with \( \hat{S} : M \to S^5_1 \subset \mathfrak{f}(\mathbb{H}^2) \) (see (4.6)), then the enveloping conditions reduce to

\[
0 = \hat{S}(e_0, e_0) \quad \text{and} \quad 0 = -(\varrho(\Phi)\hat{S})(e_0, e_0) = 2\text{Re}[\hat{S}(e_0, e_\infty) \cdot \psi], \quad (4.16)
\]

where \( \varrho = d_{idr} : \mathfrak{sl}(2, \mathbb{H}) \to \mathfrak{o}_1(6) \) is the Lie algebra isomorphism discussed in (4.7) and \( \psi \) is the component form in the matrix representation (4.10) of \( \Phi \) with respect to a basis \( (e_\infty, e_0) \) of \( \mathbb{H}^2 \). This is a direct consequence of the lemma in §4.7.3 and of (4.7),

\[
(F\hat{S})(f, df) + (F\hat{S})(df, f) = -(\varrho(\Phi)\hat{S})(e_0, e_0).
\]

When the sphere congruence is \( S = FS_c \), with \( S_c \in \mathfrak{f}(\mathbb{H}^2) \) being one of the fixed basis spheres used in the “translation formulas” of §4.5.12,

\[
S_c(e_0, e_0) = 0, \quad S_c(e_0, e_\infty) = c \in \{1, i, j, k\}, \quad \text{and} \quad S_c(e_\infty, e_\infty) = 0,
\]

then the first enveloping condition is automatic, and the second condition in (4.16) becomes \( \text{Re}(c\psi) = 0 \). Comparison with the translation formula in §4.5.12 recovers the classical condition from §1.6.3.

4.7.5 Clearly a similar formula holds as the enveloping condition for a second map \( \hat{f} \) in the case where \( F \) frames a point pair map \( (\hat{f}, f) : M \to \mathfrak{p} \), that is, \( f = Fe_0 H \) and also \( \hat{f} = Fe_\infty H \).

For example, consider the sphere congruence \( S = FS_1 \). Then \( S \) is enveloped by \( f = Fe_0 H \) as well as \( \hat{f} = Fe_\infty H \) if and only if

\[
\text{Re} \psi = \text{Re} \hat{\psi} = 0. \quad (4.17)
\]

4.7.6 Now suppose \( FS_1 \) is a fixed 3-sphere, \( S^4 \supset S^3 \simeq FS_1 \in \mathfrak{f}(\mathbb{H}^2) \). Then \( d(FS_1) = 0 \), and we may assume\(^{18}\) \( FS_1 \equiv S_1 \) without loss of generality, that is, \( F : M \to \text{Möb}(3) \). Since \( d(FS_1) = 0 \), the formulas from §4.5.12 show that

\[
\text{Re} \psi = \text{Re} \hat{\psi} \equiv 0 \quad \text{and} \quad \hat{\phi} + \phi \equiv 0
\]

\(^{17}\) Note that these conditions do not depend on any choice of homogeneous coordinates.

\(^{18}\) This can be achieved by possibly postcomposing \( F \) with a (constant) Möbius transformation \( A \in Sl(2, \mathbb{H}) \).
or, otherwise said, \( \Phi : TM \to \mathfrak{m}ob(3) \), where

\[
\mathfrak{m}ob(3) = \{ X \in \mathfrak{sl}(2, \mathbb{H}) | g(X)S_1 = 0 \}.
\]

Note that with this choice, \( S^3 \simeq S_1 \), we have \( S^3 = \text{Im} \mathbb{H} \cup \{ \infty \} \subset \mathbb{H} \cup \{ \infty \} \).

**4.7.7** In the sequel we will often be interested in surfaces \( f : M^2 \to S^3 \). If \( F : M^2 \to \mathfrak{M}ob(3) \subset \mathfrak{sl}(2, \mathbb{H}) \) denotes an adapted frame for a codimension 1 surface \( f : M^2 \to S^3 \), then \( f \) envelopes \( S = FS_i \) if and only if

\[
\psi : TM^2 \to \mathcal{C}j, \quad \text{and similarly} \quad \hat{\psi} : TM^2 \to \mathcal{C}j
\]

for \( \hat{f} \), since by construction the points of \( f = Fe_0 \mathbb{H} \) (as well as \( \hat{f} \)) lie on the spheres \( S = FS_i \) of the congruence under consideration, \( S_i(e_0, e_0) = 0 \) as well as \( S_i(e_\infty, e_\infty) \).

Here we can consider the spheres \( S = FS_i \) as 2-spheres in \( S^3 \simeq S_1 \) since we are restricting our attention to the geometry of the 3-dimensional ambient space \( S^3 \). Thus we identify each 3-sphere \( FS_i(p) \) with the 2-sphere given by its intersection \( S(p) \cap S^3 \) with \( S^3 \simeq S_1 \), that is, with the elliptic sphere pencil given by \( \text{span}\{ FS_i(p), FS_i(p) \} \) (see Figure T.1).

**4.7.8** Dropping the assumption on \( FS_1 \) to be constant, this situation generalizes and, in this way, provides a notion of envelope for a congruence of 2-spheres in \( S^4 = \mathbb{H}P^1 \). Note that, in the above situation, \( f = Fe_0 \mathbb{H} \) (and \( \hat{f} = Fe_\infty \mathbb{H} \)) also envelope the 3-sphere \( S^3 \simeq FS_1 \), so that \( f \) (and \( \hat{f} \)) envelope all hypersphere congruences in the congruence of elliptic sphere pencils simultaneously.

Thus we consider a congruence of 2-spheres in \( S^4 \) as a map into the space of elliptic sphere pencils, that is, into the Grassmannian \( G_+(6, 2) \) of spacelike 2-planes in \( \mathfrak{sl}(\mathbb{H}^2) \simeq \mathbb{R}_+^6 \) (cf., Figure T.1). In this way, it appears as a rank 2 vector bundle over \( M^2 \). Choosing local (orthogonal) basis fields for this vector bundle, \( S, \tilde{S} : M^2 \supset U \to S^5_1 \), the 2-spheres of the congruence are described as the (orthogonal) intersection of 3-spheres.

**4.7.9 Definition.** A map \( f : M^2 \to S^4 = \mathbb{H}P^1 \) is said to envelope a congruence \( \mathcal{S} : M^2 \to G_+(6, 2) \) of 2-spheres (elliptic sphere pencils) if it envelopes every congruence of 3-spheres in that pencil congruence.

**4.7.10** Given two maps \( f \) and \( \hat{f} \) so that \( f(p), \hat{f}(p) \in S(p) \cap \tilde{S}(p) \) at each point \( p \in M^2 \), we may choose homogeneous coordinates \( f, \hat{f} : M^2 \to \mathbb{H}^2 \) for the two maps such that \( S(f, \hat{f}) \equiv 1 \) and \( \tilde{S}(f, \hat{f}) \equiv i \), as soon as \( S \) and \( \tilde{S} \) intersect orthogonally.

Namely, if \( f, \hat{f} \) denote any homogeneous coordinates of the two maps, we may assume that \( S(f, \hat{f}) \equiv 1 \) by possibly replacing \( \hat{f} \) by \( \hat{f} (S(f, \hat{f}))^{-1} \). Then any relative rescaling of \( f \) and \( \hat{f} \) that preserves \( S(f, \hat{f}) = 1 \) is of the form
\[(f, \hat{f}) \mapsto (f^a, \hat{f}a^{-1})\] with some function \(a\); for the other sphere congruence \(\tilde{S}\), such a rescaling yields \(\tilde{S}(f, \hat{f}) \mapsto a\tilde{S}(f, \hat{f})a^{-1}\). But, this is exactly how \(S^3\) acts on its Lie algebra \(\mathbb{R}^3\) (cf., §4.1.4): Since this (adjoint) action is transitive, we can achieve \(\tilde{S}(f, \hat{f}) \equiv i\) by a suitable choice of \(a\), \(|a| \equiv 1\).

A choice of basis \((e_\infty, e_0)\) of \(H^2\) gives rise to a frame \(F : (e_\infty, e_0) \mapsto (\hat{f}, f)\), where \(f\) and \(\hat{f}\) denote the above lifts of the maps into the 4-sphere. Then we have \(S = FS_1\) and \(\tilde{S} = FS_2\). Moreover, since the action \((4.5)\) of \(Gl(2, \mathbb{H})\) on \(S(H^2)\) satisfies \([F] |FS|^2 = |S|^2\), we conclude that \([F] = \frac{|S_1|^2}{|S|^2} = 1\): The frame constructed in this way is \(Sl(2, \mathbb{H})\)-valued, \(F : M^2 \rightarrow Sl(2, \mathbb{H})\).

4.7.11 Lemma. Given a congruence of 2-spheres \(S : M^2 \rightarrow G_+(6, 2)\) and two maps \(f, \hat{f} : M^2 \rightarrow \mathbb{HP}^1\), so that \(f(p), \hat{f}(p) \in S(p)\) at each point \(p \in M^2\), there is (locally) an adapted frame \(F : M^2 \rightarrow Sl(2, \mathbb{H})\) for \(f = Fe_0\mathbb{H}\) and \(\hat{f} = Fe_\infty\mathbb{H}\) such that \(S = \text{span}\{FS_1, FS_2\}\).

4.7.12 As a consequence, the condition on a surface \(f : M^2 \rightarrow \mathbb{HP}^1\) to envelope a congruence \(S : M^2 \rightarrow G_+(6, 2)\) of 2-spheres can (locally) always be written in the form \((4.18)\), after an appropriate choice of frame. Note that we can always extend \(f\) to a map into the space of point pairs such that both maps have their points on the 2-spheres of a given congruence.

4.8 Involutions and 2-spheres

There is another way of describing 2-sphere congruences in \(S^4\) and their enveloping conditions (cf., [49]). The key idea is to identify a sphere with its inversion, that is, with a Möbius involution that has this sphere as its fixed point set. This is a rather universal idea that can be used for any codimension spheres in \(S^n\) (cf., §1.3.21) or \(S^4 = \mathbb{HP}^1\) (cf., [262]). However, in the quaternionic setup, \(Sl(2, \mathbb{H})\) describes the orientation-preserving Möbius transformations, so that the corresponding involution can only be described by an element of \(Sl(2, \mathbb{H})\) if the codimension of the sphere is even.\(^{19}\)

This is completely analogous to the complex situation, where an involution can be identified with its two fixed points — which form a codimension 2 sphere in \(S^2\). For example, the involution \(z \mapsto \frac{1}{z}\) can be identified with its fixed point set \([-1, 1]\).

4.8.1 Lemma. Any 2-sphere \(S \subset S^4\) can be identified with the unique Möbius involution that has this 2-sphere as its fixed point set.

\(^{19}\) Otherwise, one has to deal with orientation-reversing Möbius transformations, for example, with quaternionic conjugation. In contrast to the complex picture, quaternionic conjugation is an antiautomorphism, so that the formalism becomes relatively unpleasant (cf., [262], [304]).
Any such involution comes, unique up to sign, from some

\[ S \in \mathcal{G}(H^2) := \{ S \in \text{End}(H^2) \mid S^2 = -\text{id} \} \subset \text{Sl}(2, H), \]

so that we obtain a double cover \( \mathcal{G}(H^2) \to G_+(6, 2) \) of the space of 2-spheres.

4.8.2 Proof. At this point we will give a straightforward proof using suitable affine coordinates. However, another interesting proof of this lemma will turn up when examining the relation of the description of a 2-sphere as the fixed point set of a Möbius involution versus its description by an elliptic hypersphere pencil (that is, a 2-dimensional linear subspace of quaternionic Hermitian forms) below.

First note that we have \( [S] = +\sqrt{[S^2]} = 1 \) for any \( S \in \mathcal{G}(H^2) \), so that, consequently, \( \mathcal{G}(H^2) \subset \text{Sl}(2, H) \) and \( S \in \mathcal{G}(H^2) \) is a Möbius involution indeed.

We will need the fact that, given \( S \in \mathcal{G}(H^2) \), there is some \( vH \in \mathbb{H}P^1 \) not in the fixed point set \( \text{Fix}(S) \) of \( S \). Suppose this was not the case, that is, suppose any vector \( v \in H^2 \) is an eigenvector of \( S \). Then, in particular, there is a basis \( (e_1, e_2) \) of eigenvectors, \( Se_i = e_i \lambda_i \). Also, for any \( q \in H \), there is a \( \lambda \in H \) such that \( (e_1q + e_2)\lambda = S(e_1q + e_2) = e_1 \lambda q + e_2 \lambda q \). Eliminating \( \lambda \) we deduce \( e_1q = q \lambda_2 \) for all \( q \in H \). Hence \( \lambda_1 = \lambda_2 \in \mathbb{R} \).

On the other hand, \( 0 = (\text{id} + S^2)e_1 = e_1(1 + \lambda_1^2) \), which is not possible if \( \lambda_1 \in \mathbb{R} \).

4.8.3 Now fix \( S \in \mathcal{G}(H^2) \) and choose some \( v \in H^2 \) that is not an eigenvector of \( S \). Set \( e_0 := v \) and \( e_\infty := Sv \). Then \( (e_\infty, e_0) \) provides a basis of \( H^2 \), and every eigenvector of \( S \) is of the form \( e_\infty q + e_0 \) for some \( q \in H \setminus \{0\} \): \( e_\infty = Se_0 \) cannot be an eigenvector of \( S \) because \( e_0 \) is not an eigenvector. Eliminating \( \lambda \) from the condition \( -e_0q + e_\infty = S(e_\infty q + e_0) = (e_\infty q + e_0)\lambda \) that \( e_\infty q + e_0 \) is an eigenvector, we find \( q^2 = -1 \), that is, \( |q| = 1 \) and \( q \in \text{Im} H = i\mathbb{R}^3 \). Hence the fixed point set of \( S \) is a 2-sphere in \( \mathbb{H}P^1 \).

To construct \( S \) from a given 2-sphere we just reverse this computation: Note that, given a 2-sphere in \( \mathbb{H}P^1 \), we can always choose\(^{20} \) a basis \( (e_\infty, e_0) \) of \( H^2 \) so that this 2-sphere is \( \{ e_\infty q + e_0 \mid q^2 + 1 = 0 \} \). Then we define \( S \) by

\[ S e_0 := e_\infty \quad \text{and} \quad S e_\infty := -e_0. \tag{4.19} \]

Clearly, \( S \in \mathcal{G}(H^2) \) and the Möbius involution \( S \) has the given 2-sphere as its fixed point set by the above argument.

4.8.4 It remains to prove the uniqueness statement. For this suppose that \( S \in \mathcal{G}(H^2) \) has \( \{ e_\infty q + e_0 \mid q^2 + 1 = 0 \} \) as its fixed point set, as in the

\(^{20} \) Otherwise said, after fixing affine coordinates on \( \mathbb{H}P^1 = \{ e_\infty q + e_0 \mid q \in H \} \cup \{ e_\infty H \} \) there is a Möbius transformation that maps the given 2-sphere to the unit sphere in \( \text{Im} H \subset \mathbb{H}P^1 \).
previous paragraph. We wish to deduce that (4.19) holds up to sign. Thus, for each \( q \) with \( q^2 = -1 \), there is some \( \lambda_q \) with \( S(e_\infty q + e_0) = (e_\infty q + e_0)\lambda_q \); the fact that \( S^2 = -id \) implies that \( \lambda_q^2 = -1 \). By using the eigenvector condition for antipodal points \( q \) and \(-q\), we obtain two equations that we solve for \( Se_i \):

\[
\begin{align*}
2Se_0 &= e_0 (\lambda_q + \lambda_{-q}) + e_\infty (\lambda_q - \lambda_{-q}), \\
-2Se_\infty &= e_0 (\lambda_q - \lambda_{-q})q + e_\infty (\lambda_q + \lambda_{-q})q.
\end{align*}
\]

(4.20)

Observe that neither the \( e_i \)'s nor the \( Se_i \)'s depend on \( q \); hence, \( \lambda_q + \lambda_{-q} =: \tilde{c} \) does not depend on \( q \), and neither does \( q\tilde{c}q \). Choosing \( q \perp \tilde{c} \in \text{Im} \mathbb{H} \), we deduce that \( q\tilde{c}q = -q^2\tilde{c} = \tilde{c} \). But this equation has to hold for all \( q \) with \( q^2 = -1 \), since \( q\tilde{c}q \) does not depend on \( q \) — which is only possible if \( \tilde{c} = 0 \). Hence \( \lambda_{-q} = -\lambda_q \), and (4.20) reduces to

\[
Se_0 = e_\infty q\lambda_q \quad \text{and} \quad Se_\infty = -e_0 \lambda_q q,
\]

where \( q\lambda_q =: c \) and \( -\lambda_q q = q\tilde{c}q \) are constant. Note that this time \( |c| = 1 \). Choosing \( q \perp c \), we find \( q\tilde{c}q \equiv \tilde{c} \). Hence \( c \perp \text{Im} \mathbb{H} \), so that \( c = \pm 1 \), and (4.20) indeed reduces to (4.19), up to sign.

\[\Box\]

4.8.5 Our next goal is to understand the relation between the two descriptions of 2-spheres in \( \mathbb{H}P^1 \) that we have at hand. For this let \( v \in \mathbb{H}^2 \) be an eigenvector of some given \( S \in \mathfrak{S}(\mathbb{H}^2) \), \( Sv = v\lambda \). Then

\[
(|\lambda|^2 + 1) S(v, v) = S(Sv, Sv) - S(v, S^2v)
\]

for any \( S \in \mathfrak{S}(\mathbb{H}^2) \). Hence \( S \) is contained in \( S \) as soon as the endomorphism \( S \) is symmetric with respect to the quaternionic Hermitian form \( S \).

To see the converse, assume that any eigenvector of \( S \) is isotropic for \( S \). Choosing a basis \((e_\infty, e_0)\) as in (4.19), so that \( S(e_\infty q + e_0) = (e_\infty q + e_0)q \) for all \( q \) with \( q^2 = -1 \), we find

\[
0 = S(e_\infty q + e_0, e_\infty q + e_0) = \{S(e_0, e_0) + S(e_\infty, e_\infty)\} + \{S(e_0, e_\infty) q + S(e_0, e_\infty) q\}.
\]

Consequently, since this holds for all \( q \) with \( q^2 + 1 = 0 \) so that both terms have to vanish separately,

\[
S(e_\infty, Se_0) - S(Se_\infty, e_0) = S(e_\infty, e_\infty) + S(e_0, e_0) = 0 \quad \text{and}
\]

\[
S(e_0, Se_0) - S(Se_0, e_0) = S(e_\infty, Se_\infty) - S(Se_\infty, e_\infty) = 0.
\]

(4.21)

Hence \( S \) is symmetric with respect to \( S \) and we have established:
4.8.6 Lemma. Let $S \in \mathcal{S}(\mathbb{H}^2)$ be a 2-sphere and $S \in S^5 \subset \mathfrak{h}(\mathbb{H}^2)$ a 3-sphere in $S^4$. Then $S$ is contained in $S$ if and only if the endomorphism $S$ is symmetric with respect to the quaternionic Hermitian form $S$.

4.8.7 In this situation, $\mathcal{S}(\mathbb{H}^2) \ni S \subset S^5 \subset \mathfrak{h}(\mathbb{H}^2)$, we can easily construct a second 3-sphere $J S$ that contains $S$ and intersects the given 3-sphere $S \in S^5$ orthogonally. First observe that if $S$ is symmetric with respect to $S$, then

$$ JS := S(.,S.) \in \mathfrak{h}(\mathbb{H}^2) $$

(4.22)

is a quaternionic Hermitian form so that $S$ is symmetric with respect to $JS$, too: By using the symmetry\(^{21}\) of $S$ with respect to $S$, it is straightforward to check both,

$$ JS(w,v) = JS(v,w) \quad \text{and} \quad JS(Sv,w) = JS(v,Sw). $$

Note that $S \mapsto JS$ defines a complex structure on the (real) vector space of quaternionic Hermitian forms that make $S$ symmetric since $J^2 S = -S$. In particular, $S$ and $JS$ are linearly independent (over the reals).

To verify the orthogonality claim we choose a basis that gives the scalar product on $\mathfrak{h}(\mathbb{H}^2)$ up to scale: Thus, let $(e_\infty, e_0)$ be a basis as in (4.19). Then

$$ JS(e_0, e_0) = S(e_0, e_\infty) = -JS(e_\infty, e_\infty), $$

$$ S(e_\infty, e_\infty) = JS(e_0, e_\infty) = -S(e_0, e_0). $$

In particular, $S(e_0, e_\infty), JS(e_0, e_\infty) \in \mathbb{R}$ are real and, up to scale,

$$ |S|^2 = (S(e_0, e_\infty))^2 + (JS(e_0, e_\infty))^2 = |JS|^2, \quad |S + JS|^2 = |S|^2 + |JS|^2. $$

Consequently, $JS \perp S$ are orthogonal and have the same length — as we might have expected for a complex structure.

4.8.8 Later, for a motivation of the Vahlen matrix model, we will use this construction to identify the whole coordinate Minkowski space $\mathbb{R}^5_1$ of 3-dimensional Möbius geometry with certain quaternionic endomorphisms that are symmetric with respect to a fixed 3-sphere $S^3 \in \mathfrak{h}(\mathbb{H}^2)$.

At this point it may serve the interested reader as an exercise to show that the Minkowski space $\mathbb{R}^5_1 \cong (S^3)^{\perp} \subset \mathfrak{h}(\mathbb{H}^2)$ can be identified with the (real) vector space of endomorphisms of $\mathbb{H}^2$ that are symmetric with respect to $S^3$ and square to a (real) multiple of the identity.

4.8.9 By the lemma in §4.8.1 and geometry, we already know that there is a 2-dimensional spacelike subspace of quaternionic Hermitian forms (an

\(^{21}\) In fact, the symmetry of $S$ is equivalent to $JS$ being quaternionic Hermitian.
elliptic sphere pencil) that make a given 2-sphere \( S \in \mathcal{S}(H^2) \) symmetric. However, it is now a simple algebraic matter to prove this statement.

Namely, if \((e_\infty, e_0)\) denotes a basis as before, \(e_\infty = S e_0\), the computation in (4.21) showed that \( S \) is symmetric with respect to \( S \in \mathfrak{F}(H^2) \) if and only if

\[
S(e_0, e_0) + S(e_\infty, e_\infty) = 0 \quad \text{and} \quad S(e_0, e_\infty) \in \mathbb{R}.
\]

Hence, given \( S \), we may define \( S \) by

\[
S(e_0, e_0) = S(e_\infty, e_\infty) := 0 \quad \text{and} \quad S(e_0, e_\infty) := 1
\]

to obtain an elliptic sphere pencil span\( \{S, JS\} \), where \( JS \) is given by (4.22), that consists of 3-spheres that make \( S \) symmetric.

### 4.8.10
To complete this alternative proof we should show that any elliptic sphere pencil gives rise to some \( S \in \mathcal{S}(H^2) \). To do so, let \( S_1, S_2 \in S_1^5 \) be two orthogonal hyperspheres that span the sphere pencil and choose a basis \((e_\infty, e_0)\) of \( H^2 \) such that \( S_i(e_0, e_0) = S_i(e_\infty, e_\infty) = 0 \) for \( i = 1, 2 \), that is, in contrast to our choices above, \( e_0 H \) and \( e_\infty H \) are now points on the 2-sphere under consideration. By suitably normalizing the basis vectors, we may assume \( S_1(e_0, e_\infty) = 1 \). The orthogonality of \( S_1 \) and \( S_2 \) then implies that \( S_2(e_0, e_\infty) =: \lambda \in \text{Im } H \), and \(|S_1|^2 = |S_2|^2 \) gives \(|\lambda|^2 = 1 \), so that \( \lambda^2 = -1 \). With the ansatz \( S e_j = \sum_i e_i s_{ij}, i, j \in \{0, \infty\} \), the conditions that \( S \) is symmetric with respect to \( S_1 \) and \( S_2 \) compute to

\[
\begin{align*}
s_{\infty 0} &= \bar{s}_{\infty 0} \quad \text{and} \quad \lambda s_{\infty 0} = -\bar{s}_{\infty 0} \lambda, \\
s_{\infty \infty} &= \bar{s}_{00} \quad \text{and} \quad \lambda s_{\infty \infty} = \bar{s}_{00} \lambda, \\
s_{0 \infty} &= \bar{s}_{0 \infty} \quad \text{and} \quad -\lambda s_{0 \infty} = \bar{s}_{0 \infty} \lambda,
\end{align*}
\]

showing that \( S \) should be given by

\[
S e_0 = \pm e_0 \lambda \quad \text{and} \quad S e_\infty = \mp e_\infty \lambda
\]
since \( S^2 = -\text{id} \).

Thus, to an elliptic sphere pencil given by \( S_1, S_2 \in S_1^5 \), there is an endomorphism \( S \in \mathcal{S}(H^2) \), unique up to sign, that is symmetric for all quaternionic Hermitian forms of the pencil. This completes the alternative proof of our lemma in §4.8.1.

### 4.8.11
Now let \( K \in \mathbb{R}_1^6 \setminus \{0\} \) be a sphere complex — remember that such a sphere complex defines a quadric \( Q_\kappa^4 \) of constant curvature \( \kappa = -|K|^2 \) (see Section 1.4). Further, let \( S \in \mathcal{S}(H^2) \) be a 2-sphere. We want to investigate

\[
\mathcal{K}_S := \frac{1}{2} \{\mathcal{K}(., S.) + \mathcal{K}(S., .)\}.
\]
Note that $\mathcal{K}_S$ is quaternionic Hermitian.

Let $S \in S^3_1$ be a 3-sphere that contains $S$ and choose a basis $(e_\infty, e_0)$ that consists of eigenvectors of $S$, $Se_i = e_i \lambda_i$ for $i = 0, \infty$. We normalize the basis vectors\(^{22}\) so that $S(e_0, e_\infty) = 1$. As a consequence, $\lambda_\infty = -\lambda_0 =: \lambda$, since $S$ is symmetric with respect to $S$, and

\[
S(e_0, e_0) = 0, \quad S(e_0, e_\infty) = 1, \quad S(e_\infty, e_\infty) = 0, \\
J S(e_0, e_0) = 0, \quad J S(e_0, e_\infty) = \lambda, \quad J S(e_\infty, e_\infty) = 0.
\]

With this basis we find

\[
2\mathcal{K}_S(e_0, e_\infty) = \mathcal{K}(e_0, e_\infty) \lambda + \lambda \mathcal{K}(e_0, e_\infty) = \{\mathcal{K}(e_0, e_\infty) + \mathcal{K}(e_\infty, e_0)\} \lambda + \{\lambda \mathcal{K}(e_0, e_\infty) - \mathcal{K}(e_\infty, e_0) \lambda\} = 2\{\langle \mathcal{K}, S \rangle J S + \langle \mathcal{K}, JS \rangle S\}(e_0, e_\infty).
\]

Since, moreover, $\mathcal{K}_S(e_i, e_i) = 0$ for $i = 0, \infty$, we have equality of the two quaternionic Hermitian forms,

\[
\mathcal{K}_S = \langle \mathcal{K}, S \rangle J S + \langle \mathcal{K}, JS \rangle S.
\]

Thus $|\mathcal{K}_S|^2 \geq 0$ and $|\mathcal{K}_S|$ yields the curvature of the 2-sphere $S$ in $Q^4_k$: By choosing, for example, $S$ to be a totally geodesic 3-sphere in the elliptic sphere pencil\(^{23}\) given by $S$, we have $|\mathcal{K}_S| = |\langle \mathcal{K}, JS \rangle|$, which is, up to sign (orientation), the mean curvature of the 3-sphere $JS$ that intersects the hyperplane $S$ in $S$ orthogonally (cf., p. 60).

In particular, $S \subset Q^4_k$ is totally geodesic if and only if $\mathcal{K}_S = 0$:

\[4.8.12 \text{Lemma.} \] Let $\mathcal{K} \in \mathcal{F}(\mathbb{H}^2) \cong \mathbb{R}^6_1$ be a linear sphere complex in the conformal 4-sphere $S^4$, and let $S \in \mathcal{G}(\mathbb{H}^2)$ be a 2-sphere. Then $S$ is a 2-plane in the quadric $Q^4_k$ of constant curvature defined by $\mathcal{K}$ if and only if

\[
\mathcal{K}_S = \frac{1}{2}\{\mathcal{K}(., S.) + \mathcal{K}(S., .)\} = 0,
\]

that is, if and only if $S$ is skew with respect to $\mathcal{K}$.

\[4.8.13 \text{Note that (4.23) also yields another criterion for the incidence of a point } p \in S^4 \text{ and a 2-sphere } S \subset S^4: \] If the point $p$ is given as an (isotropic) quaternionic Hermitian form, $p \simeq S_p$ (cf., §4.3.7), then $p \in S$ if and only if $S$ is skew with respect to $S_p$.

\(^{22}\) Note that this normalization ensures that $(e_\infty, e_0)$ is a “correct” basis to compute the scalar products of quaternionic Hermitian forms: $|S|^2 = |S(e_0, e_\infty)|^2 - S(e_0, e_0)S(e_\infty, e_\infty) = 1 - 0$, so that $S \in S^3_1$ is correctly detected with the basis at hand, (cf., §4.3.5).

\(^{23}\) Any elliptic sphere pencil intersects the space $\mathcal{K}^\perp$ of hyperplanes in $Q^4_k$ (cf., §1.4.11).
4.8.14 We want to conclude this section by formulating the enveloping condition in the setup of this section. The incidence condition is already clear from the above discussions: The points of a map $f : M^2 \to \mathbb{H}P^1$ lie on the corresponding 2-spheres of a congruence $S : M^2 \to \mathcal{S}(\mathbb{H}^2)$ if and only if $f(p)$ is a fixed point of the Möbius transformation $S(p)$. In terms of homogeneous coordinates, also denoted by $f$, this means that $Sf = f\lambda$ with a function $\lambda$ that satisfies $\lambda^2 = -1$ since $S^2 = -id$.

By differentiating the incidence condition $Sf = f\lambda$, we obtain

$$dSf = df\lambda - Sdf + fdf\lambda.$$  \hfill (4.24)

Now remember from §4.7.9 that $f$ envelopes $S$ if and only if it envelopes any of the congruences of hyperspheres that contain the 2-spheres $S$. Thus choose (locally) a 3-sphere congruence $S : M^2 \to \mathcal{S}(\mathbb{H}^2)$ so that $S$ is symmetric with respect to $S$: Then $f$ envelopes $S$ if and only if it envelopes $S$ as well as $JS$, that is, according to §4.7.3, if and only if

$$\text{Re } S(df, f) = 0 \quad \text{and} \quad \text{Re } JS(df, f) = \text{Re } (S(df, f)\lambda) = 0.$$

These two equations are equivalent to $0 = S(df, f)\lambda + \lambda S(df, f)$. Combination with (4.24) then yields $0 = S(dSf, f)$ as the enveloping condition. Since $S$ is spacelike, we have $\{v \in \mathbb{H}^2 \mid S(v, f) = 0\} = \text{span}\{f\}$, and we obtain the following:

4.8.15 Lemma. A map $f : M^2 \to \mathbb{H}P^1$ envelopes a 2-sphere congruence \(^{24}\) given by $S : M^2 \to \mathcal{S}(\mathbb{H}^2)$ if and only if

$$Sf \parallel f \quad \text{and} \quad dS \cdot f \parallel f.$$

4.9 The cross-ratio

An important invariant of four \(^{25}\) points $p_i = v_i \mathbb{C} \in \mathbb{C}P^1$, $i = 1, \ldots, 4$, is the cross-ratio. When we write $v_i = \begin{pmatrix} z_i \\ 1 \end{pmatrix}$, the cross-ratio \(^{26}\) is given by

$$[p_1; p_2; p_3; p_4] = \frac{z_1-z_2}{z_2-z_3} \frac{z_3-z_4}{z_4-z_1} = \frac{\det(v_1, v_2) \det(v_3, v_4)}{\det(v_2, v_3) \det(v_4, v_1)}.$$

\(^{24}\) Note that $\mathcal{S}(\mathbb{H}^2)$ is a double cover of the space of 2-spheres (cf., §4.8.1). Thus a 2-sphere congruence may not lift to a map into $\mathcal{S}(\mathbb{H}^2)$. A simple example is provided by the 1-parameter family of curvature spheres enveloped by a channel Klein bottle in $S^3$. However, the enveloping condition is a local matter, so that we can formulate it in this way without loss of generality.

\(^{25}\) Given any two sets $z_1, z_2, z_3$ and $w_1, w_2, w_3$ of three points in $S^2$, there is a Möbius transformation $\mu$ mapping one set to the other, $\mu(z_i) = w_i$; for example, $z \mapsto \frac{z - z_1}{z - z_3} \frac{z - z_2}{z - z_1}$ will map any given three points $z_1, z_2, z_3$ to 0, 1, $\infty$. As a consequence, there can be no Möbius invariant for three points because any configurations of three points are equivalent in Möbius geometry.

\(^{26}\) This definition of the cross-ratio differs from the classical one by the order of the points.
Note that the right-hand side term is independent of the choice of homogeneous coordinates; moreover, it shows that the cross-ratio is invariant under M"obius transformations: If $\mu \in Sl(2, \mathbb{C})$ denotes a M"obius transformation, then the cross-ratio $[\mu(p_1); \mu(p_2); \mu(p_3); \mu(p_4)] = [p_1; p_2; p_3; p_4]$.

Using a M"obius transformation $\mu$ to map the three points $p_2, p_3, p_4$ to $0, 1, \infty$, the cross-ratio of the four points computes to $\mu(p_1)$. Consequently, the four points are concircular (lie on a circle) if and only if their cross-ratio $[p_1; p_2; p_3; p_4] = \mu(p_1)$ is real, and it equals $-1$ if and only if the two circles intersecting their circle orthogonally in $p_1, p_3$, and $p_2, p_4$, respectively, intersect orthogonally (cf., Figure 4.1) — in that case, the two point pairs $p_1, p_3$ and $p_2, p_4$ are said to separate harmonically. These notions will become crucial when we discuss discrete isothermic surfaces in the next chapter.

In the sequel we will reformulate these facts in the quaternionic setting.

4.9.1 Given four points $p_i = v_i \mathbb{H} \in \mathbb{H}P^1$, $i = 1, 2, 3, 4$, in the conformal 4-sphere, we may just use the middle term of the above formula to define the quaternionic cross-ratio (cf., [30]): Writing, as above, $v_i = (p_{i1})$ with suitable quaternions $p_i \in \mathbb{H}$,

$$cr_{[p_1; p_2; p_3; p_4]} := (p_1 - p_2)(p_2 - p_3)^{-1}(p_3 - p_4)(p_4 - p_1)^{-1} \quad (4.25)$$

provides a generalization for the cross-ratio of four points in $\mathbb{C}P^1$. However, to discuss the invariance of $cr_{[p_1; p_2; p_3; p_4]}$ under M"obius transformations, it would be convenient to express this quantity more invariantly, as above.\(^{27}\) This will be our next goal.

\(^{27}\) Note that we do not have a notion of a “quaternionic determinant”: The Study determinant is real valued, so that we would loose (crucial) information by using it.
4.9.2 Lemma. Given a point \( p = vH \in \mathbb{H}P^1 \), there is a unique line of linear forms\(^{28}\)

\[
p^\perp := \mathbb{H} \nu \in (\mathbb{H}P^1)^\perp := \{ \mathbb{H} \nu | \nu \in (\mathbb{H}^2)^* \setminus \{0\} \}
\]

so that \( p^\perp p = 0 \).

The map \( p \mapsto p^\perp \) provides an identification \( \mathbb{H}P^1 \leftrightarrow (\mathbb{H}P^1)^\perp \), and the induced action of the Möbius group \( \operatorname{Möb}^+(4) \) on \( (\mathbb{H}P^1)^\perp \) is given by

\[
\operatorname{Sl}(2, \mathbb{H}) \times (\mathbb{H}^2)^* \ni (\mu, \nu) \mapsto \nu \circ \mu^{-1} \in (\mathbb{H}^2)^*.
\]

4.9.3 Proof. Let \( p = vH \in \mathbb{H}P^1 \), \( 0 \neq v \in \mathbb{H}^2 \), be given; let \( w \in \mathbb{H}^2 \) so that \((v, w)\) is a basis of \( \mathbb{H}^2 \); and define \( \nu \in (\mathbb{H}^2)^* \) by \( \nu(v) := 0 \) and \( \nu(w) := 1 \). Clearly, \( \mathbb{H} \nu \in (\mathbb{H}P^1)^\perp \) and \( \mathbb{H} \nu(vH) = 0 \). If \( \tilde{\nu} \in (\mathbb{H}^2)^* \setminus \{0\} \) with \( \tilde{\nu}(v) = 0 \), then \( \tilde{\nu} = \tilde{\nu}(w) \nu \), that is, \( \mathbb{H} \tilde{\nu} = \mathbb{H} \nu \).

It is clear that the above action of \( \operatorname{Sl}(2, \mathbb{H}) \) on \( (\mathbb{H}^2)^* \) descends to an action of the Möbius group on \( (\mathbb{H}P^1)^\perp \) that is compatible with the above identification \( \mathbb{H}P^1 \leftrightarrow (\mathbb{H}P^1)^\perp \). \(<\)

4.9.4 Note that, by using the notions from the lemma in §4.9.2, we may define a “stereographic projection” \( \mathbb{H}P^1 \rightarrow \mathbb{H} \) (cf., §1.4.4): By choosing homogeneous coordinates \( v_0, v_\infty \in \mathbb{H}^2 \) for two points \( 0, \infty \in \mathbb{H}P^1 \), we define uniquely two unique linear forms \( \nu_0, \nu_\infty \in (\mathbb{H}^2)^* \) by\(^{29}\)

\[
\nu_0 v_0 = 0, \quad \nu_0 v_\infty = 1 \quad \text{and} \quad \nu_\infty v_0 = 1, \quad \nu_\infty v_\infty = 0,
\]

the “pseudodual basis” of the basis \((v_\infty, v_0)\) of \( \mathbb{H}^2 \). Note that the defining equations also can be written as \( v_\infty \nu_0 + v_0 \nu_\infty = \text{id}_{\mathbb{H}^2} \). Clearly, the map

\[
\mathbb{H}^2 \setminus \{\infty\} \ni v \mapsto (\nu_0 v)(\nu_\infty v)^{-1} \in \mathbb{H}
\]
descends to a map \( \mathbb{H}P^1 \setminus \{\infty\} \rightarrow \mathbb{H} \) with \( \mathbb{H}P^1 \ni (v_0 + v_\infty \mathbb{H}) \mapsto \mathbb{H} \ni \mathbb{H} \nu = (\mathbb{H}^2)^\perp \) as in §4.9.2:

\[
(\nu v_\infty)^{-1}(\nu v_0) + (\nu_0 v)(\nu_\infty v)^{-1} = 0
\]

\[\Leftrightarrow (\nu v_0)(\nu_\infty v) + (\nu v_\infty)(\nu_0 v) = \nu v = 0.\]

A change of basis \((v_\infty, v_0)\), while keeping \( \infty \in \mathbb{H}P^1 \) fixed, results in

\[
\begin{align*}
\tilde{\nu}_0 &= v_0 a_0 + v_\infty b \\
\tilde{\nu}_\infty &= v_\infty a_0
\end{align*}
\]

\[
\begin{cases}
\tilde{\nu}_0 = a_0^{-1} v_0 - a_\infty^{-1} b a_0^{-1} v_\infty \\
\tilde{\nu}_\infty = a_0^{-1} v_\infty
\end{cases}
\]

\(^{28}\) Remember (see §4.1.9) that we consider the dual space \((\mathbb{H}^2)^*\) of \( \mathbb{H}^2 \) to be a left vector space.

\(^{29}\) For short, we write \( \nu v := \nu(v) \) for the natural contraction of \( v \in \mathbb{H}^2 \) with \( \nu \in (\mathbb{H}^2)^* \).
(cf., Section 4.6). Then

\[(\tilde{v}_0 v)(\tilde{v}_\infty v)^{-1} = a_{\infty}^{-1}(\nu_0 v)(\nu_\infty v)^{-1}a_0 - a_{\infty}^{-1}b,\]

that is, our projection $\mathbb{H}P^1 \to \mathbb{H}$ changes by a similarity.

4.9.5 Definition and Lemma. Let $v_\infty, v_0 \in \mathbb{H}^2$ be a choice of homogeneous coordinates for a pair of points $\infty, 0 \in \mathbb{H}P^1$. Then the map

$$\sigma : \mathbb{H}P^1 \setminus \{\infty\} \to \mathbb{H}, \quad p = v\mathbb{H} \mapsto p := (\nu_0 v)(\nu_\infty v)^{-1} = -((\nu v_\infty)^{-1}(\nu v_0),$$

where $(\nu_\infty, \nu_0)$ is the pseudodual basis of $(v_\infty, v_0)$, $v_\infty v_0 + v_0 v_\infty = id_{\mathbb{H}^2}$, will be called a stereographic projection. The point $\infty \in \mathbb{H}P^1$ determines the stereographic projection up to postcomposition by a similarity.

4.9.6 Before coming back to our main topic in this section, the cross-ratio, we want to briefly examine this stereographic projection in the 3-dimensional case. Thus, let $S \in \mathfrak{g}(\mathbb{H}^2)$ be a quaternionic Hermitian form that determines a 3-sphere in $\mathbb{H}P^1$, and let $0, \infty$ be points in that 3-sphere so that $S(v_0, v_0) = S(v_\infty, v_\infty) = 0$ (see §4.3.12). Then $S(v_0, v_\infty) = 1$ is a canonical relative normalization for $v_0$ and $v_\infty$ that causes $S$ to have length $|S| = 1$ when using the basis $(v_\infty, v_0)$ to determine the scalar product (4.1) on $\mathfrak{g}(\mathbb{H}^2)$. This relative scaling of $v_0$ and $v_\infty$ also causes the pseudodual basis of $(v_\infty, v_0)$ to be given by

$$\nu_\infty = S(v_\infty, .) \quad \text{and} \quad \nu_0 = S(v_0, .).$$

If $v = v_0(\nu_\infty v) + v_\infty(\nu_0 v) = (v_0 + v_\infty p)(\nu_\infty v)$ are homogeneous coordinates for a point $p$ of our 3-sphere $S$, $p \neq \infty$, then

$$S(v, v) = (\nu_\infty v)(p + \bar{p})(\nu_\infty v) = 0 \iff p + \bar{p} = 0,$$

that is, the stereographic projection takes values in $\mathbb{R}^3 \cong \text{Im} \mathbb{H}$.

4.9.7 To come back to our quaternionic cross-ratio (4.25), we first express the difference of the stereographic projections of two points $p_1 = v_1 \mathbb{H}$ and $p_2 = v_2 \mathbb{H}$ by using our newly developed technology:

$$p_2 - p_1 = (v_1 v_\infty)^{-1}(v_1 v_0) + (v_0 v_2)(v_\infty v_2)^{-1} = (v_1 v_\infty)^{-1}(v_1 v_2)(v_\infty v_2)^{-1},$$

since $v_0 v_\infty + v_\infty v_0 = id_{\mathbb{H}^2}$. Substituting (4.26) into (4.25) yields

$$\text{cr}_{p_1; p_2; p_3; p_4} = (v_1 v_\infty)^{-1}(v_1 v_2)(v_3 v_2)^{-1}(v_3 v_4)(v_1 v_4)^{-1}(v_1 v_\infty).$$

This quantity is clearly independent of the choice of homogeneous coordinates $v_i$ and $\nu_i$ for the points $p_i \simeq p_i^\perp$, and it is invariant under the action
of the Möbius group (see §4.9.2). A different choice \( \tilde{v}_\infty = v_\infty a_\infty \) of homogeneous coordinates for \( \infty \), however, causes a conjugation of \( \text{cr}_{[p_1:p_2:p_3:p_4]} \):

\[
v_\infty \rightarrow \tilde{v}_\infty \\
\Rightarrow \text{cr}_{[p_1:p_2:p_3:p_4]} \rightarrow (\nu_1 \tilde{v}_\infty)^{-1}(\nu_1 v_\infty)\text{cr}_{[p_1:p_2:p_3:p_4]}(\nu_1 v_\infty)^{-1}(\nu_1 \tilde{v}_\infty).
\]

Thus the quantity \( \text{cr}_{[p_1:p_2:p_3:p_4]} \) itself is not Möbius invariant, and there seems to be no way to assign Möbius geometric meaning to (the direction of) its imaginary part.\(^{30}\) However, its real part as well as the length of its imaginary part are Möbius invariant, so that we obtain

\[
\text{Re} \text{cr}_{[p_1:p_2:p_3:p_4]} + i |\text{Im} \text{cr}_{[p_1:p_2:p_3:p_4]}|
\]

as the “correct” invariant of four points.

Note that, in case \( p_i \in \mathbb{C}P^1 \subset \mathbb{H}P^1 \), this just becomes the usual complex cross-ratio that we discussed at the beginning of this section — up to complex conjugation. Since, on the other hand, four points always lie on a 2-sphere that can be identified with \( \mathbb{C}P^1 \subset \mathbb{H}P^1 \) via a Möbius transformation, our quaternionic cross-ratio is just the usual complex cross-ratio of the four points when considering this 2-sphere as a Riemann sphere. The ambiguity of orientation in this identification is reflected by the sign ambiguity in the imaginary part — which we brutally resolve by always choosing the imaginary part to be positive.

4.9.8 Lemma. Let \( p_1 \in \mathbb{H}P^1 \cong (\mathbb{H}P^1)^\perp \), \( i = 1, \ldots, 4 \), be four points and let \( v_2, v_4 \in \mathbb{H}^2 \) and \( \nu_1, \nu_3 \in (\mathbb{H}^2)^* \) denote homogeneous coordinates for \( p_i \). Then

\[
\text{Re} (\nu_1 v_2)(\nu_3 v_2)^{-1}(\nu_3 v_4)(\nu_1 v_4)^{-1} + i |\text{Im} (\nu_1 v_2)(\nu_3 v_2)^{-1}(\nu_3 v_4)(\nu_1 v_4)^{-1}|
\]

is, up to complex conjugation, the cross-ratio of the four points when interpreting a 2-sphere that contains the four points as a Riemann sphere.

4.9.9 This complex cross-ratio will become the key tool in our research of discrete isothermic nets in the following chapter. Because we have identified it as the usual complex cross-ratio, the two geometric properties that we discussed in the introduction to this section can be directly reformulated in the quaternionic setting:

(i) Four points \( p_1, \ldots, p_4 \in \mathbb{H}P^1 \) are concircular, that is, they form a “conformal rectangle” (see Figure 4.1), if and only if their cross-ratio is real, \([p_1;p_2;p_3;p_4] \in \mathbb{R} \).

\(^{30}\)This is in contrast to a Clifford algebra version of the cross-ratio that we will discuss in Chapter 6: There, the direction of the “imaginary part” of a quantity that provides the cross-ratio can be interpreted as the (unique if it does not vanish) 2-sphere that contains the four points.
(ii) Four concircular points \( p_1, \ldots, p_4 \) form a “conformal square,” that is, the pairs \( p_1, p_3 \) and \( p_2, p_4 \) separate harmonically on their circle, if and only if \([p_1; p_2; p_3; p_4] = -1\).

![Fig. 4.2. Squares in Möbius geometry](image)

To justify the notions “conformal rectangle” and “conformal square,” respectively, first note that it is clear that (a Möbius transform of) a rectangle (in some Euclidean plane) has concircular vertices; to see that any quadrilateral with concircular vertices is Möbius equivalent to a rectangle (in a suitably chosen Euclidean plane), consider the two circles that intersect the vertex circle in opposite vertices (see Figure 4.1) and take one of their intersection points as the point at infinity. The other intersection point then becomes the center of the vertex circle, and the quadrilateral becomes a rectangle in the corresponding Euclidean plane. Since these two “diagonal” circles of a conformal rectangle are the honest (Euclidean) diagonals of the rectangle once the point at infinity is chosen in the described way, it becomes obvious that a conformal rectangle is a conformal square if and only if these diagonal circles intersect orthogonally.

In this sense we define

4.9.10 Definition. A quadrilateral \((p_1; p_2; p_3; p_4)\) in the conformal sphere \(S^n\) is called

(i) a conformal rectangle if \([p_1; p_2; p_3; p_4] \in \mathbb{R}\), and

(ii) a conformal square if \([p_1; p_2; p_3; p_4] = -1\).

4.9.11 We also obtain the usual permutation rules for the cross-ratio, with

---

31) As in the conformal rectangle case, one may use the cross-ratio condition as a definition. Geometrically, a conformal square can be characterized as a conformal rectangle whose “conformal diagonals” intersect orthogonally, so that it becomes a “proper” (Euclidean) square after a suitable choice of \(\infty\).
a slight alteration that is caused by our convention for the sign of the imaginary part of the cross-ratio:

\[ [p_1; p_2; p_3; p_4] = \frac{z_1-z_2 \ z_3-z_4}{z_2-z_3 \ z_4-z_1} \iff z_1 = \left( \frac{([p_1;p_2;p_3;p_4]- \frac{z_2}{z_2-z_3} z_4 + \frac{z_2}{z_2-z_3} z_3}{-1/2-z_3 z_4+([p_1;p_2;p_3;p_4]+\frac{z_2}{z_2-z_3} z_3)} \right) \mathbb{H}. \]

For points in the conformal 4-sphere, this is obviously not true, since the 2-sphere of the four points cannot be determined from the cross-ratio and three points. However, if the cross-ratio is real, so that the fourth point must lie on the circle determined by the given points, then the fourth point can be reconstructed by a similar computation: By writing \( p_i = (p_i) \mathbb{H} \), that is, the \( p_i \)'s are stereographic projections of the \( p_i \), \( i = 2, 3, 4 \), we obtain

\[ p_1 = \left( \frac{([p_1;p_2;p_3;p_4]- p_2(p_2-p_3)^{-1}p_4 + p_2(p_2-p_3)^{-1}p_3)}{- (p_2-p_3)^{-1}p_4 + ([p_1;p_2;p_3;p_4] + (p_2-p_3)^{-1}p_3)} \right) \mathbb{H}. \]

That is, \( p_1 = \mu[p_1;p_2;p_3;p_4], p_2, p_3 \) (4) is a Möbius transform of \( p_4 \). Note that, given three points \( p_2, p_3, p_4 \) on a circle, the cross-ratio parametrizes the

\[ Fig. 4.3. \text{Identities of the complex cross-ratio} \]
circle,\(^{32}\) that is,

\[
[p_1; p_2; p_3; p_4] \neq [p_1; p_2; p_3; p_4] \quad \text{for} \quad \tilde{p}_1 \neq p_1,
\]

so that the point \(p_1\) in (4.27) does not depend on the choice of stereographic projection used to determine \(p_1\).

![Diagram](image)

**Fig. 4.4.** The hexahedron lemma

We can use (4.27) to prove a version of Miguel’s theorem \([12]\) that will prove useful later, when we are considering the Darboux transformation for discrete isothermic surfaces:

**4.9.13 Hexahedron Lemma.** Let \(p_1, p_2, p_3\) and \(q_1 \in \mathbb{H}P^1\) be four non-concircular points, and let \(\lambda, \mu \in \mathbb{R}\backslash\{0, 1\}, \lambda \mu \neq 1\). Then there exist unique points \(p_4\) and \(q_2, q_3, q_4\) so that

\[
[p_1; p_2; p_3; p_4] = [q_1; q_2; q_3; q_4] = \mu,
\]

\[
[p_1; p_4; q_4; q_1] = [p_3; p_2; q_2; q_3] = \lambda,
\]

\[
[q_1; q_2; p_2; p_1] = [q_3; q_4; p_4; p_3] = \lambda \mu.
\]

Moreover, all eight points lie on a 2-sphere in \(\mathbb{H}P^1\).

**4.9.14 Proof.** Four non-concircular points define a unique 2-sphere that we consider as a Riemann sphere. Using (4.27), we then construct:

\[
p_4 \quad \text{from} \quad [p_4; p_1; p_2; p_3] = \frac{1}{\tilde{\mu}},
\]

\[
q_2 \quad \text{from} \quad [q_2; q_1; p_1; p_2] = \lambda \mu,
\]

\[
q_3 \quad \text{from} \quad [q_3; q_2; p_2; p_3] = \lambda,
\]

\[
q_4 \quad \text{from} \quad [q_4; q_3; p_3; p_4] = \lambda \mu.
\]

\(^{32}\) This is most easily seen by using a Möbius transformation to map the three points to 0, 1, \(\infty\) so that the circle is the real line; then \([t; 0; 1; \infty] = t\).
Since each new point lies on a circle that is determined from three points on our Riemann sphere, all points lie on that 2-sphere. It remains to show that

\[
[q_4; q_1; p_1; p_4] = \lambda \quad \text{and} \quad [q_1; q_2; q_3; q_4] = \mu.
\]

Considering the \(p_i\)'s and \(q_i\)'s as complex numbers, this can be done by a lengthy but straightforward computation that can well be left to a computer algebra system (cf., [149]).

4.9.15 As usual, some important identifications and relations developed throughout this chapter are summarized in a table (see Figure T.3).
Chapter 5
Application: Smooth and discrete isothermic surfaces

We already touched on isothermic surfaces and their transformation theory in Chapter 3 (see, in particular, Section 3.3). Here we will elaborate on the transformation theory in more detail, using the just-presented quaternionic model for Möbius differential geometry that seems particularly well adapted to the topic.\(^1\) To make the current presentation relatively independent from our previous developments, we will start over from the beginning — however, it may be helpful to compare the viewpoint from Section 3.3 with the one elaborated here. In particular, we will extend our definitions and facts from Section 3.3 to higher codimension, enabling the codimension 2 feature provided by the quaternionic model.

We already gave some details of the history of isothermic surfaces in Chapter 3. Here we should add that L. Bianchi already gave very comprehensive expositions of the transformation theory of isothermic surfaces, mainly presented in his papers [21] and [20]. There, he does not only introduce the “\(T\)-transformation,” which was independently introduced by P. Calapso [53] and [55], but he also gives an overview of all known transformations, including their interrelations in terms of “permutability theorems.” In fact, there are authors who consider Bianchi’s research on transformations and permutability theorems as his most important contribution to geometry (cf., [163]). On the other hand, it was Calapso’s contribution to consider this \(T\)-transformation (or “transformation \(C\_m\),” as he denoted it) in a more Möbius geometric context, in terms of conformal invariants of a surface.\(^2\) We should also mention G. Tzitzéica’s contribution to the theory of isothermic surfaces [284]: He already discussed isothermic surfaces in any dimension, in terms of the classical model. We will only touch on his very interesting viewpoint in the preliminary section of the present chapter.

Remember how we came about the transformations of isothermic surfaces in Section 3.3: The Christoffel transformation appeared in the context of Christoffel’s problem in §3.3.11, similar to the Darboux transformation that

\(^{1}\) Here the notion of a “retraction form,” which I owe to discussions with Fran Burstall, deserves particular mentioning: It not only provides a truly invariant approach to the transformations, but also draws a formal relation with the theory of surfaces of constant mean curvature 1 in hyperbolic space — “horospherical surfaces.”

\(^{2}\) Therefore, we will denote it as “Calapso’s transformation” and honor Bianchi by attributing his name to the permutability theorems. At times, we will also call this transformation the “spectral transformation,” because of its relation to integrable system theory [46], or “conformal deformation,” since it is a second-order deformation for isothermic surfaces (cf., [62] and [203]).
provided a solution to Blaschke’s problem (see Section 3.1). The pairing of isothermic surfaces via the Darboux transformation then led us in §3.3.5, via a certain type of curved flats (see §3.3.2), to a third transformation, the spectral transformation. Here we will emphasize more the transformation viewpoint, carefully analyzing the geometric background of each transformation — in this way we will obtain a fourth transformation, the “Goursat transformation.”

* Christoffel’s transformation. This is a transformation that depends on the Euclidean geometry of the ambient space of an isothermic surface — even though isothermic surfaces naturally “live” in conformal space (the conformal $n$-sphere), their pairing via the Christoffel transformation only makes sense in a Euclidean subgeometry.

* Goursat’s transformation. This transformation, generalizing the classical Goursat transformation for minimal surfaces [129], owes its existence to this interplay of the Euclidean and conformal geometries when Christoffel transforming isothermic surfaces: It is obtained by intertwining Christoffel and Möbius transformations.

* Darboux’s transformation. In contrast to the previous two transformations this is a transformation for isothermic surfaces in the conformal sphere, that is, in Möbius geometry: Geometrically, it can be characterized by the fact that the conformal structures induced by the envelopes of a Ribaucour sphere congruence are equal (see §3.2.5). Thus the Darboux transformation provides a notion of “Darboux pairs” of isothermic surfaces in Möbius geometry, that is, the pair consisting of an isothermic surface and any of its Darboux transforms can be considered as a submanifold in the space of point pairs$^3$ (see §4.5.3).

* Calapso’s transformation. Here we have a truly Möbius differential geometric transformation: Any Calapso transform of an isothermic surface is only well defined up to Möbius transformation, and any Möbius transform of the original isothermic surface provides the same Calapso transforms; that is, this transformation is a transformation between Möbius equivalence classes of isothermic surfaces rather than a transformation for individual surfaces.

After discussing each transformation in turn, we will discuss their interrelations in terms of Bianchi’s “permutability theorems”: Most of the presented theorems were, in some form, already known to Bianchi (see [21] and [20]). These permutability theorems have interesting applications, for example, in the theory of surfaces of constant mean curvature in space forms.

$^3$) Note the difference to the notion of “Christoffel pairs” (cf., §3.3.22), where the partners of a pair “live” in different Euclidean spaces (see §3.3.8).
Surfaces of constant mean curvature are isothermic (cf., §3.6.3) — in the case of a Euclidean ambient space, we will provide a proof from the “isothermic transformations viewpoint” (cf., §3.3.25 and §3.3.29). Also remember, from §3.4.6, that constant mean curvature surfaces can be characterized by the fact that their conformal Gauss map (central sphere congruence) has values in an “affine sphere complex,” so that surfaces of constant mean curvature in space forms (together with their Möbius transforms) form a well-defined class of surfaces in Möbius geometry. Their isothermic transformation theory is rather interesting and yields various well-known transformations (as, for example, Lawson’s correspondence (cf., §3.3.7) and the Bianchi-Bäcklund transformation for surfaces of nonzero constant mean curvature in Euclidean space (cf., [147])) as specializations of isothermic transformations. However, we will treat surfaces of constant mean curvature only in the form of examples. The reason is that they are special “special isothermic surfaces,” that were extensively studied by the classical geometers — which seems to provide a more unified treatment of the isothermic theory of constant mean curvature surfaces. Nowadays, this theory of special isothermic surfaces still awaits to be fully rediscovered.

As another application of one of Bianchi’s permutability theorems — the permutability theorem for different Darboux transformations, which is probably his most famous permutability theorem in the theory of isothermic transformations — one may view the theory of discrete isothermic nets: These can be obtained by repeated application of this permutability theorem. It turns out that, for the discrete isothermic nets constructed in this way, there is a transformation theory as rich as the transformation theory in the smooth case.

Discretizations for the Christoffel and the Darboux transformations have been given in [30] and [149], respectively, using a discrete version of Christoffel’s original formula and of the Riccati-type partial differential equation that was derived in [147]: For both ansätze it was crucial to have a Euclidean description of the transformation (even though, for the discrete analog of the Darboux transformation, a Möbius invariant definition was given — as it should be). As mentioned above, the Calapso transformation (or

---

4) For more information on constant mean curvature surfaces in the context of isothermic surfaces and their transformations, see, for example, [153] and [206].

5) The notion of a special isothermic surface is related to deformations of quadrics — this in fact may have been the way in which Darboux came about his transformation (cf., [89]). A comprehensive treatment can also be found in Bianchi’s work (see [21] and [20]) and in [106]; for a modern account, see [206]. Special classes of special isothermic surfaces occur in [280] and [281], in particular, “horospherical surfaces” (see below); a modern description of a construction of horospherical surfaces by Bianchi can be found in [188]. Compare also [135]. The reader shall also be pointed to work concerning isothermic Weingarten surfaces, which applies to surfaces of constant mean curvature as well: See [305], [211], [227], and [228].
“T-transformation”) is a transformation for Möbius equivalence classes of isothermic surfaces, not for surfaces with a fixed position in space (in contrast to the Darboux transformation, which incorporates the position of the surface); thus, to be consistent, any description should make use of the Möbius group. In order to introduce a discrete analog for the Calapso transformation, it therefore seems necessary to elaborate on a suitable setup. Here a quaternionic approach (or, in higher dimensions, a Clifford algebra approach, which will be discussed later: See [47]) seems preferable over the classical formalism because no normalization problems occur. With this setup we then obtain discrete analogs for all of the isothermic transformations as well as their interrelations in terms of permutability theorems.

In order to illustrate one way to introduce a certain type of discrete analogs for surfaces of constant mean curvature via their isothermic transformations, we finally discuss “horospherical nets,” as discrete analogs of surfaces of constant mean curvature 1 in hyperbolic space, as an example. This case is particularly interesting because there are two different ways to characterize these surfaces in terms of isothermic transformations — the equivalence will then turn out to be provided by a permutability theorem.

The contents of this chapter are organized as follows:

Section 5.1. In this section, preliminary material is presented for later reference: The notion of isothermic surface is generalized to arbitrary codimension, a characterization of curvature line parameters of a surface in the conformal \( n \)-sphere is given, and a complex formulation for conformal parameters is discussed. The notion of the conformal Hopf differential and the Calapso potential are introduced.

Section 5.2. A notion of the Christoffel transformation for isothermic surfaces in Euclidean 4-space \( \mathbb{H} \) is introduced. Its geometric properties are discussed, and an algebraic condition, which will become important later, is given. A formula for the differential of the Christoffel transform of an isothermic surface in Euclidean 3-space is derived and is applied to show that surfaces of constant mean curvature are isothermic. It is shown that the Hopf differential of an isothermic surface in \( \mathbb{R}^3 \) is a real multiple of a canonical holomorphic quadratic differential. The Christoffel transforms of minimal surfaces and of an ellipsoid are discussed as examples.

Section 5.3. A generalization of Goursat’s transformation for minimal surfaces is given. A formula for the differentials of essential Goursat transforms of an isothermic surface is derived, and the classical (local) Weierstrass representation for minimal surfaces is shown to occur as a special case.

A map that encodes all possible Christoffel transforms of an isother-
mic surface in the conformal 4-sphere is introduced, and the notion of a retraction form of an isothermic surface is defined. As an example, the Goursat transforms of the catenoid are determined.

Section 5.4. After a general discussion on the relation between Riccati equations and linear systems of differential equations, the Darboux transformation is introduced analytically. Using the Christoffel transformation, it is shown that Darboux transforms of isothermic surfaces are isothermic, and the retraction form of a Darboux transform is determined. The Darboux transformation for surfaces of constant mean curvature is discussed.

A special framing for a Darboux pair of isothermic surfaces is introduced (which will also be important in the context of curved flats and of a permutability theorem) and is used to show that Darboux pairs in the present setup provide solutions to Blaschke’s problem, that is, form conformal Ribaucour pairs. The Darboux transforms of Clifford tori are discussed.

Section 5.5. The Calapso transformation (or T-transformation) is introduced. It is shown that Sym’s formula can be applied to obtain the general Christoffel transform of an isothermic surface in the conformal 4-sphere. The retraction forms for the Calapso transforms of an isothermic surface are determined, and it is shown that the Calapso transformation acts like a 1-parameter group on a given isothermic surface. It is proved that the Calapso transformation provides a second-order deformation for isothermic surfaces; in particular, the effect of a Calapso transformation on the central sphere congruence of an isothermic surface is investigated.

The relation between the Calapso transformation and the associated family of curved flats in the space of point pairs, that is, Darboux pairs of isothermic surfaces, is discussed, and it is shown how the Calapso transformation can be derived using any adapted frame for an isothermic surface. The Calapso transformations of Dupin cyclides are computed as an example. It is shown that Lawson’s correspondence of constant mean curvature surfaces arises from the Calapso transformation — in particular, the Calapso transformation for minimal surfaces in Euclidean 3-space is discussed, and the notion of horospherical surfaces is introduced.

Section 5.6. Various permutability theorems for the presented transformations of isothermic surfaces are derived: Most important may be the permutability theorem for different Darboux transformations and the major permutability scheme intertwining the Christoffel, Darboux, and Calapso transformations. As an example, it is shown that any horospherical surface can be obtained as a Darboux transformation of its
hyperbolic Gauss map. The Enneper cousins are discussed explicitly.

Section 5.7. Discrete principal and isothermic nets are defined, and the discrete retraction form of an isothermic net is introduced. On these grounds, discrete analogs are provided for all the isothermic transformations: the Christoffel, Goursat, Darboux, and Calapso transformations. Discrete versions of the permutability theorems are proven. Two possible ways of defining discrete horospherical nets via the transformations of isothermic surfaces are shown to be equivalent, as an example.

Remark. The presentation of the material in this chapter relies on the quaternionic formalism presented in Chapter 4. Some knowledge of the results concerning transformations of isothermic surfaces in Chapter 3 will be helpful but should not be necessary. Related material can be found in the last two sections of Chapter 8.

5.1 Isothermic surfaces revisited

In this preliminary section we discuss some introductory material for later reference, before starting to consider isothermic surfaces and their transformations in terms of quaternions: Besides extending the definition of an isothermic surface to arbitrary codimension — at least to codimension 2 is clearly desirable when considering surfaces in $\mathbb{H}P^1 \cong S^4$ — we will discuss the use of complex (conformal) parameters. We will touch on the notion of a “conformal Hopf differential” for surfaces in the conformal 3-sphere (cf., [48]) and introduce the “Calapso potential” (cf., [204]): the quantity that arises in the Calapso equation. Note that, in the context of higher codimension surfaces, we will also very briefly touch on some ideas that G. Tzitzéica elaborates in his remarkable book [284].

We start by extending our definition in §3.2.2 of an isothermic surface:

5.1.1 Definition. An immersion $f : M^2 \rightarrow S^n$ into the conformal $n$-sphere is called isothermic if, around each (nonumbilic) point, there exist conformal curvature line coordinates.

5.1.2 Obviously, a necessary condition for an immersion $f : M^2 \rightarrow S^n$ to be isothermic is the existence of curvature lines. Fixing, for example, a flat metric on the conformal $n$-sphere, we learned from the Ricci equation (cf., Section P.6) that the normal bundle of $f$ has to be flat (remember that the normal curvature of a submanifold is conformally invariant; see §P.6.1) for $f$ to carry well-defined curvature directions (cf., §P.6.7). Since we are considering surfaces, that is, 2-dimensional submanifolds of $S^n$, so that any codimension 1 distribution on the submanifold is integrable, the existence of well-defined curvature directions is also sufficient for the existence of curvature line coordinates.
Thus isothermic surfaces in \( S^n \) appear as a special case of “2-orthogonal systems,” a notion that will be discussed in Chapter 8.

5.1.3 Considering \( f : M^2 \to \mathbb{R}^n \) as an immersion into Euclidean space, curvature line coordinates \((x,y) : M^2 \to \mathbb{R}^2\) can (just as in \( \mathbb{R}^3 \)) be characterized as orthogonal conjugate parameters, that is, by

\[
 f_x \cdot f_y = 0 \quad \text{and} \quad f_{xy} = \nabla \frac{\partial}{\partial x} \frac{\partial}{\partial y} f \in \text{span}\{f_x, f_y\},
\]

where “\( \cdot \)” denotes the Euclidean scalar product of \( \mathbb{R}^n \) and “\( \nabla \)” the (flat) Levi-Civita connection: The first condition says that \((x,y)\) diagonalize the first fundamental form, and the second condition says that they diagonalize the (normal bundle—valued) second fundamental form (cf., Section P.6).

5.1.4 Identifying, as in §1.4.3, the Euclidean space \( \mathbb{R}^n \) with the quadric \( Q^*_n \) of constant sectional curvature \( \kappa = 0 \) via

\[
 \mathbb{R}^n \ni p \leftrightarrow \left( \frac{1}{2}(1 + p \cdot p), p, \frac{1}{2}(1 - p \cdot p) \right) \in Q^*_n,
\]

where the components of the vector in \( Q^*_n \subset \mathbb{R}^{n+2}_1 \) are the components in terms of an orthonormal basis \((e_0, e_1, \ldots, e_n, e_{n+1})\) with \( \langle e_0, e_0 \rangle = -1 \), we obtain an interesting reformulation of the conditions on \((x,y)\) to be curvature line coordinates: By computing the second mixed partial derivatives, we find

\[
 \left( \frac{1}{2}(1 + p \cdot p), p, \frac{1}{2}(1 - p \cdot p) \right)_{xy} = (p \cdot p_{xy}, p_{xy}, -p \cdot p_{xy}) + (p_x \cdot p_y, 0, -p_x \cdot p_y),
\]

so that

\[
 \left( \frac{1}{2}(1 + p \cdot p), p, \frac{1}{2}(1 - p \cdot p) \right)_{xy} \in \text{span}\{\left( \frac{1}{2}(1 + p \cdot p), p, \frac{1}{2}(1 - p \cdot p) \right)_{x}, \left( \frac{1}{2}(1 + p \cdot p), p, \frac{1}{2}(1 - p \cdot p) \right)_{y}\}
\]

if and only if \( p_{xy} \in \text{span}\{p_x, p_y\} \) and \( p_x \perp p_y \).

Thus \((x,y) : M^2 \to \mathbb{R}^2\) are curvature line parameters for \( f \) as an immersion into the flat quadric \( Q^*_n \subset \mathbb{R}^{n+2}_1 \) if and only if \((x,y)\) are conjugate parameters for \( f \) considered as an immersion into \( \mathbb{R}^{n+2}_1 \).

Since the notion of curvature lines is conformally invariant — that is, it is invariant under rescalings of a light cone representative of an immersion into the conformal \( n \)-sphere — and the notion of conjugate parameters is projectively invariant — that is, the fact that \( f_{xy} \) takes values in the tangent planes of \( f \) (given by \( \text{span}\{f, f_x, f_y\} \) in projective geometry) is invariant under rescalings of the homogeneous coordinates of an immersion into projective \((n+1)\)-space — we obtain the following lemma, which is the basis for G. Tzitzéica’s investigations\(^6\) of isothermic surfaces in [284]:

---

\(^6\) In his very interesting book [284], Tzitzéica develops a theory of (conjugate) nets in quadrics and their transformations. This generalizes, for example, the transformation theory of isothermic surfaces in any codimension.
5.1.5 Lemma. Let \( f : M^2 \to S^n \subset \mathbb{R}P^{n+1} \) be an immersion into the conformal \( n \)-sphere. Then \((x, y) : M^2 \to \mathbb{R}^2\) are curvature line parameters for \( f \) if and only if they are conjugate for \( f : M^2 \to \mathbb{R}P^{n+1} \) as an immersion into projective \((n + 1)\)-space.

5.1.6 To encode conformality of the (curvature line) parameters of a surface, it will sometimes be convenient to replace the real parameters \((x, y)\) by a complex parameter \(z = x + iy : M^2 \to \mathbb{C}\). By introducing, as an analog of the Gaussian basis fields, the vector fields

\[
\frac{\partial}{\partial z} = \frac{1}{2}(\frac{\partial}{\partial x} - i \frac{\partial}{\partial y}) \quad \text{and} \quad \frac{\partial}{\partial \bar{z}} = \frac{1}{2}(\frac{\partial}{\partial x} + i \frac{\partial}{\partial y})
\]

on the complexified tangent bundle \(T_C M\), and extending the Minkowski product \((\cdot, \cdot)\) of our Minkowski coordinate space \(\mathbb{R}^{n+2}\) bilinearly to \(\mathbb{C}^{n+2}\), we find that \((x, y)\) are conformal coordinates for an immersion \(f : M^2 \to S^n\) into the conformal \(n\)-sphere if and only if \(z = x + iy\) (or \(\bar{z} = x - iy\), respectively) are isotropic coordinates for \(f : M^2 \to S^n\):

\[
\langle f_z, f_{\bar{z}} \rangle = \langle \frac{\partial}{\partial z} f, \frac{\partial}{\partial \bar{z}} f \rangle = \frac{1}{4}(\langle f_x, f_x \rangle - \langle f_y, f_y \rangle - 2i \langle f_x, f_y \rangle).
\]

5.1.7 Lemma. \((x, y) : M^2 \to \mathbb{R}^2\) are conformal parameters for an immersion \(f : M^2 \to S^n\) into the conformal \(n\)-sphere if and only if \(z = x + iy\) are null coordinates, that is, if and only if \(f_z\) is isotropic.

5.1.8 For later reference we also compute the second derivative, which tells us when \(z = x + iy\) provides curvature line parameters for \(f : M^2 \to S^n\):

\[
f_{zz} = \frac{1}{4}(f_{xx} - f_{yy}) - \frac{1}{2}i f_{xy}.
\]

Consequently, \(z = x + iy\) are curvature line parameters for \(f\), that is, conjugate parameters for \(f\) viewed as an immersion into projective space \(\mathbb{R}P^{n+1}\), if and only if the imaginary part \(\text{Im} f_{zz}\) is tangential. Or, otherwise said, any “Hopf differential”

\[
Q_S = \langle f_{zz}, S \rangle \, dz^2,
\]

where \(S : M^2 \to S^1_{n+1}\) is any unit normal field of \(f\) (that is, a hypersphere congruence that is enveloped by \(f\); cf., §1.6.3), is a real multiple of the holomorphic differential \(dz^2\). Note that, in the case where \(f : M^2 \to Q_0^3\) takes values in a 3-dimensional flat quadric and \(S\) is its tangent plane map (cf., §1.4.11), \(Q_S\) is the Hopf differential of \(f\).

\(^7\) In the context of constant mean curvature surfaces, it will turn out really wonderful to confuse the complex structure coming from some complex coordinates with the quaternionic structure of the ambient space.
In the codimension 1 case, this “Hopf differential” can be normalized to provide a Möbius invariant of the surface (see [48]): First note that

$$\langle f_{zz}, f \rangle = -\langle f_z, f_z \rangle \equiv 0$$

for any conformal coordinate chart $z = x + iy$ (see §5.1.7). As a consequence, $Q := Q_S$ does not depend on the choice of enveloped sphere congruence $S$: Remember that any sphere congruence enveloped by $f$ is given by $S + af$ with some function $a$ (cf., Figure T.1).

However, rescaling $f$ rescales $Q$ with the same factor,

$$f \rightarrow e^{u}f \quad \Rightarrow \quad Q = Q_S \rightarrow e^{u}Q.$$

If we fix the scaling of $f$ relative to our choice of conformal coordinates so that the induced metric $\langle df, df \rangle = |dz|^2$, we obtain a conformally invariant quantity\(^8\) by suitably adjusting the scaling of $Q$:

5.1.10 Lemma and Definition. Let $z : M^2 \rightarrow \mathbb{C}$ be a conformal coordinate chart for an immersion $f : M^2 \rightarrow S^3$ into the conformal 3-sphere and choose a light cone lift $f : M^2 \rightarrow L^4$ so that $|df|^2 = |dz|^2$. Then the conformally invariant quantity

$$Q_{\text{con}} := \frac{1}{|dz|^2} Q = \frac{1}{|dz|} \langle f_{zz}, S \rangle dz^2$$

is called the conformal Hopf differential of $f$.

5.1.11 Clearly, $Q_{\text{con}}$ encodes information about the curvature directions of $f$ because it is a rescaling of the ordinary Hopf differential. The remaining information encoded by $Q_{\text{con}}$ is given by its norm. To compute $|Q_{\text{con}}|^2$ we may choose any enveloped sphere congruence — to simplify the calculation we choose $S = Z$ to be the central sphere congruence (cf., §3.4.1) so that

$$\langle f_x, Z_x \rangle + \langle f_y, Z_y \rangle = 0.$$

Then

$$|Q_{\text{con}}|^2 = |\langle f_z, Z_z \rangle|^2 |dz|^2 = \frac{1}{4} (\langle f_x, Z_x \rangle^2 + \langle f_x, Z_y \rangle^2) I_f,$$

where $I_f = \langle df, df \rangle$ denotes the (flat) metric induced by $f$.

On the other hand, since $(\frac{\partial}{\partial x}, \frac{\partial}{\partial y})$ is an orthonormal basis with respect to $I_f$, the matrix representations of the second fundamental form and the Weingarten tensor of $f$ with respect to $Z$ as a unit normal field coincide:

$$A_Z = -\begin{pmatrix} \langle f_x, Z_x \rangle & \langle f_x, Z_y \rangle \\ \langle f_y, Z_x \rangle & \langle f_y, Z_y \rangle \end{pmatrix}.$$
Therefore, the metric $I_Z$ of the central sphere congruence $Z$ becomes

$$I_Z = I_f(., A_Z^2.) = -\det A_Z \cdot I_f = (\langle f_x, Z_x \rangle^2 + \langle f_x, Z_y \rangle^2) I_f,$$

where the second equality follows with Cayley-Hamilton’s formula since $Z$ is the central sphere congruence of $f$, so that $\text{tr} A_Z = 0$.

5.1.12 Lemma and Definition. The norm of the conformal Hopf differential $Q_{\text{con}}$ of an immersion $f : M^2 \to S^3$ into the conformal 3-sphere provides the induced metric of its conformal Gauss map $Z$: $|Q_{\text{con}}|^2 = \frac{1}{4} I_Z$.

The factor relating the induced metric of the conformal Gauss map and the flat metric induced by $f$ is called the Calapso potential.\(^9\)

5.2 Christoffel’s transformation

Now that we have discussed these preliminaries, we turn to the quaternionic setup that we developed in the previous chapter, considering isothermic surfaces of codimension 2 or 1, respectively. Thus, because we intend to discuss the Christoffel transformation, which is a transformation for isothermic surfaces in Euclidean space, let $f : M^2 \to \mathbb{H} \cong \mathbb{R}^4$ be an isothermic surface\(^10\) and let $(x, y)$ denote (local) conformal curvature line parameters. That is,

$$|f_x|^2 = |f_y|^2 \quad \text{and} \quad f_x \cdot f_y = 0$$

$$(5.2)$$

and $f_{xy} \in \text{span}\{f_x, f_y\}$. Now define\(^11\)

$$\psi^* := f_x^{-1} dx - f_y^{-1} dy.$$

Using that $f_{xy} = a f_x + b f_y$ with suitable functions $a, b : M^2 \to \mathbb{R}$ and (5.2) it is straightforward to verify that $d\psi^* = 0$. Consequently, there exists (locally) a map $f^* : M^2 \supset U \to \mathbb{H}$ with $df^* = \psi^*$.

Moreover, $(x, y)$ are clearly conformal parameters for $f^*$ — note that (5.2) is symmetric in $f_x, f_y$ and $f_x^{-1}, f_y^{-1}$ — and $f_{xy} = -a f_x^{-1} + b f_y^{-1}$. Consequently, $(x, y)$ are also conformal curvature line parameters for $f^*$, which is therefore isothermic:

\(^9\)This terminology was, to my knowledge, coined by E. Musso (cf., [204]), referring to the fact that this factor is the quantity arising in the Calapso equation (cf., [46]), which is the governing equation in the theory of isothermic surfaces.

\(^10\)In the sequel we will notationally distinguish maps $f : M^2 \to \mathbb{H}$ into the Euclidean field (!) $\mathbb{H}$ from the corresponding maps $\tilde{f} : M^2 \to \mathbb{H} \mathbb{P}^1$ into the conformal 4-sphere since, at certain points, we will have to consider both simultaneously.

\(^11\)Here, $(\cdot)^{-1}$ denotes the multiplicative inverse in the field $\mathbb{H}$.
5.2.1 Theorem and Definition. Let \( f : M^2 \to \mathbb{R}^4 \cong \mathbb{H} \) be isothermic with conformal curvature line parameters \((x, y) : M^2 \supset U \to \mathbb{R}^2\). Then

\[
\psi^* := f_x^{-1} dx - f_y^{-1} dy
\]  

is locally integrable, \( \psi^* = df^* \), and\(^{12}\) \( f^* : U \to \mathbb{H} \) is isothermic, too.

\( f^* : U \to \mathbb{H} \) is called a Christoffel transform of \( f : U \to \mathbb{H} \).

5.2.2 Obviously, this notion of a Christoffel transformation generalizes our notion of a Christoffel transformation from §3.3.22: If \( f : M^2 \to \mathbb{R}^3 \cong \text{Im} \mathbb{H} \), then \( f \) and \( f^* \) have parallel tangent planes and induce conformally equivalent metrics. Consequently, the pair \((f, f^*)\) provides a solution to Christoffel’s problem from §3.3.11 (compare [70]).

However, in general, \( f \) and \( f^* \) do not have parallel tangent planes, but \( f \) and \( f^* \) — the quaternionic conjugate of \( f^* \) — do. Therefore, the above Christoffel transformation does not provide a solution to Christoffel’s problem in higher codimensions (or if we position the ambient \( \mathbb{R}^3 \) badly inside the quaternions). Nevertheless, in the quaternionic context, it seems to be “correct” to define the Christoffel transformation as we did, as will become apparent later.

Reconsidering, in Chapter 8, the Christoffel transformation in terms of the Vahlen matrix approach to Möbius geometry that we are going to discuss in Chapter 7, we will obtain a generalization of the Christoffel transformation to arbitrary codimension isothermic surfaces that does not have this “defect” (cf., [47] and [215]).

5.2.3 After fixing conformal curvature line parameters for an isothermic surface \( f \), a Christoffel transform \( f^* \) of \( f \) is unique up to translation. A different choice of conformal curvature line parameters, \((\tilde{x}, \tilde{y}) = (\lambda x, \lambda y)\) with a constant \( \lambda \in \mathbb{R} \setminus \{0\} \), yields a scaling (negative if the roles of \( x \) and \( y \) are interchanged) of the Christoffel transform: The Christoffel transformation is a well-defined notion for surfaces in the geometry of similarities on \( \mathbb{H} \cong \mathbb{R}^4 \). In a short, we will learn about a more invariant way than choosing coordinates to fix the scaling of the Christoffel transform — at least for surfaces \( f : M^2 \to \text{Im} \mathbb{H} \) in Euclidean 3-space — making it a well-defined notion in Euclidean geometry.

Thus, after fixing the scaling for the Christoffel transformation (by fixing a choice of conformal curvature line parameters, for example) the following is obtained as a trivial consequence of the definition:

5.2.4 Corollary. The Christoffel transformation is involutive, \( f^{**} \cong f \).

\(^{12}\) For simplicity of notation, we assume that \( \psi^* \) can be integrated on all of \( U \). This is, for example, the case when the parameter domain \( U \) is simply connected.
5.2.5 Using (5.2), it is a direct consequence of the definition (5.3) that
\[ df^* \wedge df = (f_x^{-1}dx - f_y^{-1}dy) \wedge (f_x dx + f_y dy) = (f_x^{-1}f_y + f_y^{-1}f_x)dx \wedge dy = 0, \]
and the other way around. With this computation we have proved the “if” part of the following lemma, emphasizing the symmetry of the relation between an isothermic surface and its Christoffel transform:

5.2.6 Lemma. Two immersions \( \mathfrak{f}, \mathfrak{f}^* : M^2 \to \mathbb{H} \) satisfy
\[ df \wedge df^* = df^* \wedge df = 0 \quad (5.4) \]
if and only if both \( \mathfrak{f} \) and \( \mathfrak{f}^* \) are isothermic and one is a Christoffel transform of the other: They form a “Christoffel pair,” or “C-pair.”

5.2.7 It remains to prove the “only if” part; that is, given (5.4), we seek conformal curvature line parameters for \( \mathfrak{f} \) so that \( \mathfrak{f}^* \) satisfies (5.3).

Proof. To start with we introduce conformal coordinates\(^\text{13} \) \((x, y)\) for \( \mathfrak{f} \). Then we have \( f_x \bar{f}_y + f_y \bar{f}_x = 0 \), that is, \( \bar{f}_y f_x \in \text{Im} \mathbb{H} \) and \( |f_x|^2 = |f_y|^2 =: E \). Now (5.4) reads
\[ f_x f_y^* = f_y f_x^* \quad \text{and} \quad f_x^* f_y = f_y^* f_x. \]

With these two equations we derive
\[ (f_x f_x^*)(f_y \bar{f}_x) = E f_x f_y^* = E f_y f_x^* = (f_y \bar{f}_x)(f_x f_x^*). \]

Hence \( f_x f_x^* \in \text{span}\{1, f_y \bar{f}_x\} \), and we may write \( f_x^* = \alpha f_x^{-1} - \beta f_y^{-1} \) with suitable functions \( \alpha, \beta : M \to \mathbb{R} \) since \( \bar{f}_y = Ef_y^{-1} \). Subsequently, \( f_y^* = -\beta f_x^{-1} - \alpha f_y^{-1} \).

The integrability condition \( f_x^* f_y = f_y^* f_x \) for \( f^* \) then reduces, after decomposition of the second derivatives of \( \mathfrak{f} \) into tangential and normal parts, to
\[ \alpha_x = \beta_y, \quad \alpha_y = -\beta_x \quad \text{and} \quad 0 = 2\alpha f_{xy}^* + \beta(f_{xx}^* - f_{yy}^*). \quad (5.5) \]

In particular, \( \alpha + i\beta \) is holomorphic. With a conformal change of parameters,
\[
\begin{align*}
\frac{dw}{du} &= a \, dx - b \, dy \\
\frac{dv}{dw} &= b \, dx + a \, dy
\end{align*}
\]
\[ \iff \begin{cases} \frac{\partial}{\partial u} = \frac{1}{a^2 + b^2} (a \frac{\partial}{\partial x} - b \frac{\partial}{\partial y}) \\ \frac{\partial}{\partial v} = \frac{1}{a^2 + b^2} (b \frac{\partial}{\partial x} + a \frac{\partial}{\partial y}) \end{cases}, \]
where\(^\text{14} \) \((a + ib)^2 = (\alpha + i\beta)\), we obtain
\[
\begin{align*}
f_{uu}^* &= \frac{1}{(a^2 + b^2)^2} (ab(f_{xx} - f_{yy}) + (a^2 - b^2)f_{xy}) \\
&= \frac{1}{2(a^2 + \beta^2)} (2\alpha f_{xy} + \beta(f_{xx} - f_{yy})) \\
&= 0,
\end{align*}
\]
\(^\text{13} \) In the codimension 1 case of a surface in \( \mathbb{R}^3 \cong \text{Im} \mathbb{H} \), it would as well be possible to start from curvature line parameters and then prove that they can be altered to become conformal (cf., §3.3.15). However, in the codimension 2 case, we do not know a priori that curvature line parameters do exist.
\(^\text{14} \) Note that, away from the branch points of \( f^* \), a square root can be taken without problems.
so that \((u, v)\) are identified as (conformal) curvature line parameters for \(f\); consequently, \(f : M^2 \to \mathbb{H}\) is isothermic. Moreover,

\[
\begin{align*}
\frac{f_u f_u^*}{(a^2 + b^2)^2} &= \frac{1}{(a^2 + b^2)^2} (a f_x - b f_y)(a [\alpha f_x^{-1} - \beta f_y^{-1}] + b [\beta f_x^{-1} + \alpha f_y^{-1}]) = 1, \\
\frac{f_v f_v^*}{(a^2 + b^2)^2} &= \frac{1}{(a^2 + b^2)^2} (b f_x + a f_y)(b [\alpha f_x^{-1} - \beta f_y^{-1}] - a [\beta f_x^{-1} + \alpha f_y^{-1}]) = -1,
\end{align*}
\]

which identifies \(f^*\) as a Christoffel transform of \(f\). \(\triangleright\)

### 5.2.8

If \(f : M^2 \to \mathbb{R}^3 \cong \text{Im} \mathbb{H}\) is an isothermic immersion into Euclidean 3-space, we already derived (in the absence of umbilics) a coordinate-free formula for the Christoffel transform \(f^*\) of \(f\) in §3.3.27: Denote by the Gauss map of \(f\) by \(n : M^2 \to S^2 \subset \mathbb{R}^3\); then

\[
df^* = \varrho (dn + H df),
\]

where \(H\) is the mean curvature of \(f\) (with respect to \(n\)) and \(\varrho : M^2 \to U \to \mathbb{R}\) is a suitable function. On the other hand, it is easy to check that we always have

\[
df \wedge (dn + H df) = 0: \quad (5.6)
\]

Away from umbilics, we may introduce curvature line parameters \((x, y)\) so that \(n_x = -k_1 f_x\) and \(n_y = -k_2 f_y\). Then

\[
df \wedge (dn + H df) = k_1 - k_2 (f_x f_y + f_y f_x) dx \wedge dy = 0,
\]

since curvature lines intersect orthogonally. And, at umbilics, there is nothing to check since \(dn + H df = 0\), anyway.

As a consequence we obtain the following extension of §3.3.27:

#### 5.2.9 Corollary

A surface \(f : M^2 \to \mathbb{R}^3 \cong \text{Im} \mathbb{H}\) is isothermic if and only if there is (locally) an integrating factor \(\varrho : M^2 \to \mathbb{R}\) for \(dn + H df\),

\[
d[\varrho (dn + H df)] = 0.
\]

#### 5.2.10 Example

This corollary provides a new argument for the fact that minimal surfaces or, more generally, surfaces of constant mean curvature in Euclidean 3-space are isothermic (cf., §3.3.25 and §3.3.29): we always have\(^{15}\)

\[
df \wedge (dn + H df) = 0.
\]

And, if \(f : M^2 \to \mathbb{R}^3\) has constant mean curvature, then \(d(dn + H df) = 0\), so that the integrating factor \(\varrho\) can be chosen constant.

\(^{15}\) The two equations (5.4) reduce, in the case of two immersions \(f, f^* : M^2 \to \mathbb{R}^3 \cong \text{Im} \mathbb{H}\), to one equation since one is the quaternionic conjugate of the other (cf., §4.1.5).
Thus, a minimal surface is isothermic with its Gauss map as a Christoffel transform, and a surface of constant mean curvature is isothermic with its parallel (constant mean curvature) surface $f^* = f + \frac{1}{H}n$ as a Christoffel transform.

In fact, if the factor $\varrho$ can be chosen constant for an isothermic surface, that is, if $d(dn + Hdf) = 0$, then the surface has to have constant mean curvature: If $(x, y)$ denote any coordinates on $M^2$, then

$$0 = d(dn + Hdf)(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}) = dH \wedge df(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}) = H_xf_y - H_yf_x$$

shows that $dH = 0$ since $f$ is an immersion, that is, $f_x, f_y \in \text{Im} \mathbb{H}$ are linearly independent.

Thus we have the converse of the above statement (cf., [147]): if an isothermic surface has its Gauss map as a Christoffel transform, then it is minimal; and if it has a suitable parallel surface $f^* = f + r n$ as a Christoffel transform, then it has constant mean curvature $H \equiv \frac{1}{r}$.

5.2.11 Example. Another, rather trivial but interesting example is the following: If $g, h : M^2 \to \mathbb{C}$ are two holomorphic (or, meromorphic) functions on a Riemann surface, then

$$f := hj \quad \text{and} \quad f^* := -jg$$

form a Christoffel pair of two totally umbilic isothermic surfaces; namely, using complex coordinates $z : M^2 \supset U \to \mathbb{C}$, we have

$$df \wedge df^* = h'dz \wedge g'dz = 0.$$ 

Now suppose we have\textsuperscript{16} $h = \int \frac{1}{g'}dz$ and write $z = x + iy$. Since $g$ is holomorphic, $g' = g_x = -ig_y$, and similarly for $h$. Hence

$$(hj)_x = h'j = \frac{1}{g'}(-j)^{-1} = (-jg')^{-1} = (-jg)_x^{-1},$$

$$(hj)_y = ih'j = \frac{1}{ig'}(-j)^{-1} = -(jg')^{-1} = -(jg)_y^{-1}:$$

We have identified the proper “conformal curvature line parameters” $(x, y)$ that make $f$ and $f^*$ Christoffel transforms of each other. The characteristic property that makes these coordinates the “correct” coordinates for the Christoffel transform is that

$$(df \cdot df^*)(\frac{\partial}{\partial x}) = dz^2(\frac{\partial}{\partial x}) = 1 \quad \text{and} \quad (df \cdot df^*)(\frac{\partial}{\partial y}) = dz^2(\frac{\partial}{\partial y}) = -1,$$

\textsuperscript{16} Intertwining this Christoffel transformation for holomorphic maps with Möbius transformations (of the complex plane) yields a process to construct series of holomorphic maps. Using those as Gauss maps of minimal surfaces via the Weierstrass representation (compare our discussion of the Weierstrass representation below) provides an iteration process for minimal surfaces that has been studied in [192].
where we consider $df \cdot df^* = dz^2$ as a (holomorphic) quadratic differential.

In the general setup of two holomorphic functions $f$ and $g$ it remains true that the quantity $q := df \cdot df^*$ is a holomorphic quadratic differential, so that (locally, away from the zeros of $q$) there is a complex coordinate change $z = z(w)$ that restores the above situation:

$$q = df \cdot df^* = h'g'dz^2 = dw^2.$$

When writing $w = u + iv$ in terms of its real and imaginary parts, we obtain, as before,

$$1 = dw^2(\frac{\partial}{\partial u}) = q(\frac{\partial}{\partial u}) = f_u \cdot f_u^* \quad \text{and} \quad -1 = dw^2(\frac{\partial}{\partial v}) = q(\frac{\partial}{\partial v}) = f_v \cdot f_v^*,$$

characterizing $(u, v)$ as “conformal curvature line coordinates” for $(f, f^*)$ as a Christoffel pair. Our next goal is to see that this is a general behavior of Christoffel pairs of isothermic surfaces in Euclidean 3-space (cf., [156]):

**5.2.12 Lemma.** Let $f, f^* : M^2 \to \mathbb{R}^3 \cong \text{Im } \mathbb{H}$ be a Christoffel pair of isothermic surfaces, and let $n : M^2 \to S^2 = \{x \in \text{Im } \mathbb{H} | x^2 = -1\}$ denote the Gauss map of $f$. Then, after suitably identifying the (trivial) normal bundle $NM$ of $f : M^2 \to \mathbb{H}$ with the trivial $\mathbb{C}$-bundle $M \times \mathbb{C}$ over $M$, $N_pM = \text{span}\{1, n(p)\} \cong \mathbb{C}$, the map

$$q := df \cdot df^* : TM \to NM$$

is a holomorphic quadratic differential. Moreover, the Hopf differential $Q$ of $f$ is a real multiple of $q$, $Q = \varrho \cdot q$ with $\varrho : M^2 \to \mathbb{R}$.

**5.2.13 Proof.** Clearly, the normal bundle $p \mapsto \text{span}\{1, n(p)\}$ of $f : M^2 \to \mathbb{H}$ becomes, equipped with the quaternionic multiplication, a trivial complex line bundle over $M^2$ since $n^2 \equiv -1$, so that each $n(p)$ can be identified with the (complex) imaginary unit.

Now suppose $(x, y)$ are any conformal coordinates for $f$. Then, if we choose the “correct” orientation for $n$,

$$-f_xf_y^{-1} = \frac{1}{|f_x|^2} f_xf_y = \frac{1}{|f_y|^2} f_x \times f_y = n = f_yf_x^{-1},$$

since $|f_x| = |f_y|$ and $f_x \perp f_y$. With the conformal curvature line coordinates $(x, y)$ that make the Christoffel formula (5.3) work we find

$$df \cdot df^* = (f_xdx + f_ydy) \cdot (f_x^{-1}dx - f_y^{-1}dy) = (dx^2 - dy^2) + 2n dx dy \simeq dz^2,$$

with the identifications $n \simeq i$ and $z = x + iy$. 
Finally, by using the same conformal curvature line parameters \((x, y)\), we compute the Hopf differential:

\[
Q = \langle f_{zz}, n \rangle \, dz^2 = \frac{1}{4} \langle (f_{xx} - f_{yy}), n \rangle - 2i \langle f_{xy}, n \rangle \, dz^2 \approx \frac{1}{4} \langle (f_{xx} - f_{yy}), n \rangle \cdot q,
\]

since \((x, y)\) are curvature line coordinates so that \(\langle f_{xy}, n \rangle = 0\). \(\triangleright\)

5.2.14 Note that, since \(f, f^* : M^2 \to \text{Im } H\), we have

\[
\bar{q} = df \cdot df^* = df^* \cdot df = q^*.
\]

However, if we choose \(n^* = -n\) to identify the normal bundle of \(f^*\) as a trivial complex line bundle, \(C \cong \text{span}\{1, n^*\}\), then we have \(q^* = q\). Otherwise said, \(f\) and \(f^*\) have parallel tangent planes but opposite orientations, as is also clear from Christoffel’s formula (5.3).

5.2.15 Thus, for any isothermic surface \(f : M^2 \to \mathbb{R}^3\), there exists (locally, away from umbilics) a decomposition of the Hopf differential \(Q = \varrho \cdot q\) into a real function \(\varrho : M^2 \supset U \to \mathbb{R}\) and a holomorphic differential \(q : TU \to \mathbb{C}\).

In fact, this is a characterization of isothermic surfaces: To see the converse, assume that the Hopf differential of a surface \(f : M^2 \to \mathbb{R}^3\) decomposes on some neighborhood \(U \subset M^2\) in this way, \(Q = \varrho \cdot q\). Away from umbilics we have \(Q \neq 0\), so that also \(q \neq 0\), and we can locally choose conformal coordinates \((x, y)\) such that \(q = dz^2\), where \(z = x + iy\). Then, because \(Q\) is a real multiple of \(dz^2\), \(\text{Im } Q(\frac{\partial}{\partial x}) = \text{Im } Q(\frac{\partial}{\partial y}) = 0\), saying that \((x, y)\) are (conformal) curvature line parameters.

5.2.16 Lemma. An immersion \(f : M^2 \to \mathbb{R}^3\) is isothermic if and only if, around each nonumbilic point \(p \in M^2\), its Hopf differential \(Q = \varrho q\) locally decomposes into a real function \(\varrho : U \to \mathbb{R}\) and a holomorphic quadratic differential \(q : TU \to \mathbb{C}\).

5.2.17 As another consequence we can now fix the scaling of the Christoffel transformation of an isothermic surface in a more invariant way than by choosing certain conformal curvature line parameters: We can choose a factorization of its Hopf differential, \(Q = \varrho q\). By holomorphicity, \(q\) is uniquely determined by \(Q\), up to constant scaling — the same freedom that one has for the choice of conformal curvature line parameters.

This observation provides an option\(^{17}\) extending the notion of the Christoffel transformation to points where the curvature line net of an isothermic surface becomes singular,\(^{18}\) as well as to totally umbilic surface patches.

\(^{17}\) Another option would be to use the invariant formula (5.4). But this turns out to be less satisfactory when allowing totally umbilic surface pieces.

\(^{18}\) Note that such points are necessarily umbilics. However, not all umbilics cause problems: For example, a line of umbilics on a surface of revolution is no problem at all because the curvature line net extends through these points without singularities (see also Figure 3.1).
where isothermic “curvature line parameters” are rather ambiguous. In particular, with the second issue in mind — this will be particularly interesting in the context of minimal surfaces (cf., §5.2.10) — we introduce the notion of a “polarized surface”:

**5.2.18 Definition.** A Riemann surface $M^2$ equipped with a holomorphic quadratic differential $q$ will be called a polarized surface.

An immersion $f : (M^2, q) \rightarrow \mathbb{R}^3$ of a polarized surface will be called isothermic if its Hopf differential $Q = \varrho q$ is a real multiple of $q$, $\varrho : M^2 \rightarrow \mathbb{R}$.

**5.2.19 Example.** We first reconsider our example from §5.2.11 of a Christoffel pair of two holomorphic functions: Prescribing a holomorphic quadratic differential $q = adz^2$, the Christoffel transform $f^*$ of $f = hj$, with $h$ a holomorphic function, can now be computed by

$$f^* = \int (h'j)^{-1}adz = -j \int \frac{a}{h'}dz$$

since $df = h'dzj$. Note that the zeros of $a$, the “true” umbilics of $f$ where the “curvature line net” may become singular, are the branch points of the Christoffel transform $f^*$.

![Fig. 5.1. The sphere and the catenoid as a Christoffel pair](image)

**5.2.20 Example.** As a next example we want to consider surfaces of revolution. We already saw in §3.7.7 that any surface of revolution in Euclidean 3-space is isothermic. In fact, a surface

$$f : I \times S^1 \rightarrow \mathbb{R}^3, \quad (t, \vartheta) \mapsto (r(t) \cos \vartheta, r(t) \sin \vartheta, h(t))$$

of revolution is conformally parametrized (by curvature lines) if and only if its meridian curve $\gamma = (r, h) : I \rightarrow \mathbb{R}_+ \times \mathbb{R}$ is parametrized by hyperbolic
arc length, that is, \( r^2 = r'^2 + h'^2 \): We consider \( \mathbb{R}_+ \times \mathbb{R} \cong H^2 \) as the Poincaré half-plane (see §P.1.3). Then the induced metric of \( \mathcal{F} \) is \( r^2(dt^2 + d\vartheta^2) \), and the Christoffel transform \( \mathcal{F}^* \) of \( \mathcal{F} \) is obtained by integrating

\[
d_{(t, \vartheta)\mathcal{F}^*} = \left( \frac{1}{r(t)} \right) (-f_t(t, \vartheta)dt + f_\vartheta(t, \vartheta)d\vartheta) = d\left( \frac{1}{r(t)} \cos \vartheta, \frac{1}{r(t)} \sin \vartheta, -\int h'(t)\frac{dt}{r^2(t)} \right).
\]

Hence \( \mathcal{F}^* \) is again a surface of revolution with the same axis of rotation as the original surface, up to translation. With \( z = t + i\vartheta \) we compute the holomorphic differential

\[
q = d\mathcal{F} \cdot d\mathcal{F}^* = (dt^2 - d\vartheta^2) + \frac{2}{r}(-h' \cos \vartheta, -h' \sin \vartheta, r') dt d\vartheta \simeq dz^2,
\]

where we identify \( i \simeq \frac{1}{r}(-h' \cos \vartheta, -h' \sin \vartheta, r') = n \), and the Hopf differential of \( \mathcal{F} \) is given by

\[
Q = \frac{r'h''' - (r + r'')h'}{4r} dz^2 = \frac{1}{4} r \kappa dz^2,
\]

where \( \kappa \) is the (hyperbolic) curvature of the meridian curve \( \gamma : I \to H^2 \) (cf., §3.7.6).

Thus, for a surface of revolution, we have a globally defined holomorphic differential without zeros and the (conformal) curvature line net has no problems — the umbilics (which always appear as umbilic lines) are the zeros of the real factor in the decomposition of the Hopf differential: They are the points where the hyperbolic curvature of the meridian curve vanishes. And, with the holomorphic differential, the Christoffel transform of a surface of revolution is globally defined, up to translation periods in the case of a torus of revolution, that is, in case of a closed meridian curve.\(^{19}\)

A simple example is provided by revolving a hyperbolic geodesic that yields the catenoid as its Christoffel transform (see Figure 5.1):

\[
\mathcal{F}(t, \vartheta) = \left( \frac{1}{\cosh t} \cos \vartheta, \frac{1}{\cosh t} \sin \vartheta, \tanh t \right),
\]

\[
\mathcal{F}^*(t, \vartheta) = (\cosh t \cos \vartheta, \cosh t \sin \vartheta, -t).
\]

However, building up an isothermic surface by attaching surfaces of revolution smoothly to a sphere as in Figure 3.1, the situation changes: If there is no global axis of revolution, there will be no globally defined holomorphic differential. And, at umbilics where two surfaces of revolution come together (see Figure 3.1), there will not even locally be a holomorphic differential.

\(^{19}\) In that case, by Stokes’ theorem, \( -\int_G \frac{dh}{r^2} = \int_G \frac{2}{r^2} dr \wedge dh \), where \( G \) denotes the domain enclosed by \( \gamma \) so that the Christoffel transform certainly does not close for embedded tori of revolution.
5.2.21 Example. As an example of a rather different flavor we finally want to discuss the ellipsoid: The Christoffel transforms of quadrics were already determined by K. Reinbek in [238]. However, we also intend to discuss the global existence of the Christoffel transform and the holomorphic differential.

![Fig. 5.2. An ellipsoid and its Christoffel transform](image)

For this purpose we will start by giving a global (branched) curvature line parametrization of the ellipsoid\(^{20}\) using Jacobi elliptic functions:

\[ f(x, y) = (ap \text{cd}_p x \text{nd}_q y, b pq \text{sd}_p x \text{sd}_q y, cq \text{nd}_p x \text{cd}_q y). \]

Here \( \text{sd}_p, \text{cd}_p, \text{and nd}_p \) denote the Jacobi elliptic functions of pole type \( d \) and module \( p \), and \( q \) is the comodule, \( p^2 + q^2 = 1 \). It is straightforward

\(^{20}\) Using an ansatz that was suggested by our colleague, B. Springborn, this parametrization was mainly elaborated by my officemate, E. Tjaden, who also developed most of the code to verify the statements in this paragraph by symbolic algebra.
to verify that \( f \) takes values on the ellipsoid with semiaxes \( a < b < c \) by making use of the Pythagorean rules

\[
1 + p^2 \sd_p^2 = \nd_p^2 = \sd_p^2 + \cd_p^2.
\]

The derivatives of these functions are given by

\[
\sd_p' = \cd_p \nd_p, \quad \cd_p' = -q^2 \nd_p \sd_p, \quad \text{and} \quad \nd_p' = p^2 \sd_p \cd_p.
\]

Then, one computes \( \det(\fx, \fy, \fxy) = 0 \), showing that \( (x, y) \) are conjugate parameters — which are orthogonal, \( \fx \cdot \fy = 0 \), as soon as

\[
p = \sqrt{\frac{b^2 - a^2}{c^2 - a^2}}.
\]

Thus, with the module \( p \) related to the semiaxes in this way, \( (x, y) \) are curvature line parameters of the ellipsoid. Computing the induced metric

\[
|\fx|^2 = (q^2 \nd_p^2 x + p^2 \nd_q^2 y - 1) (c^2 + (b^2 - c^2) \nd_p^2 x),
\]

\[
|\fy|^2 = (q^2 \nd_p^2 x + p^2 \nd_q^2 y - 1) (a^2 + (b^2 - a^2) \nd_q^2 y),
\]

we see that the curvature line parameters \( (x, y) \) can be replaced by \( conformal \) curvature line parameters \( (u, v) = (u(x), v(y)) \) by integrating

\[
du = \sqrt{c^2 + (b^2 - c^2) \nd_p^2 x} \, dx, \quad dv = \sqrt{a^2 + (b^2 - a^2) \nd_q^2 y} \, dy.
\]

Note that \( 1 \leq \nd_p^2 \leq \frac{1}{q^2} \), so that \( c^2 + (b^2 - c^2) \nd_p^2 \geq a^2 \) and the above square root is guaranteed to be real. In terms of these new parameters \( (u, v) \) the induced metric reads

\[
|\fu|^2 du^2 + |\fv|^2 dv^2 = (q^2 \nd_p^2 x(u) + p^2 \nd_q^2 y(v) - 1) \left( du^2 + dv^2 \right),
\]

as we deduce from (5.7). Note that the metric degenerates exactly at the points where \( \nd_p x = \nd_q y = 1 \): These are the points that give the umbilics.

Rewriting (5.3) in terms of the parameters \( (x, y) \),

\[
\dx = (c^2 + (b^2 - c^2) \nd_p^2 x) f^{-1}_x(x, y) \, dx
\]

\[
- (a^2 + (b^2 - a^2) \nd_q^2 y) f^{-1}_y(x, y) \, dy,
\]

an expression is obtained that can be integrated explicitly (cf., [238]): Up to translation, the Christoffel transform of \( f \) is given by

\[
f^*(x, y) = (-\frac{a}{p} \artanh \frac{\cd_p x}{\nd_q y}, -\frac{b}{pq} \arctan \frac{\sd_p x}{\sd_q y}, \frac{c}{q} \artanh \frac{\cd_q y}{\nd_p x}).
\]
The Christoffel transform has four ends that correspond to the umbilics of the ellipsoid (see Figure 5.2) and it has a translation period in the direction of the middle semiaxis — that semiaxis that is orthogonal to the symmetry plane of the ellipsoid that contains its four umbilics.\(^{21}\)

![Fig. 5.3. A loop around an umbilic of the ellipsoid](image)

Finally note that, in terms of conformal curvature line parameters \((u, v)\), the holomorphic differential \(q = dw^2\), where \(w = u+iv\). Rewriting \(q\) in terms of the coordinates \((x, y)\) using (5.8), we obtain a well-defined holomorphic\(^{22}\) quadratic differential on the rectangular torus \(\mathbb{R}^2/(4K_p\mathbb{Z} \times 4K_q\mathbb{Z})\) that is the natural domain of our parametrization.\(^{23}\) This torus is a (branched) double cover of the ellipsoid, with \(f\) being the covering map. Since any holomorphic quadratic differential on a Riemann surface of genus 0 has to vanish, our quadratic differential cannot descend (globally) to a holomorphic quadratic differential on the ellipsoid. However, because \(df^*\) is well defined on the ellipsoid punctured at its four umbilics, \(q\) has to descend to a holomorphic quadratic differential on the punctured ellipsoid.

To understand that \(q\) extends meromorphically to all of the ellipsoid\(^{24}\), we replace the curvature line parameters by (local) conformal coordinates. By symmetry it suffices to consider one umbilic, for example \(f(0, 0)\). Now we first note that \(\frac{du}{dx}\) and \(\frac{dv}{dy}\) are even functions by (5.8) so that, if we arrange to have \(u(0) = 0\) and \(v(0) = 0\), then \(x = x(u)\) and \(y = y(v)\) are, with \(u\) and \(v\), odd functions. Consequently, \(f(-w) = f(w)\) since \(f(-x, -y) = f(x, y)\),

\[^{21}\text{Note the similarity of this Christoffel transform with a Scherk tower (cf., [159]).}\]

\[^{22}\text{That is, holomorphic with respect to the “correct” complex structure that is induced by \(f\).}\]

\[^{23}\text{The Jacobi elliptic functions with module } p \text{ have period } 4K_p, \text{ where } K_p \text{ denotes the complete elliptic integral of the first kind. As a consequence, our map } f \text{ is doubly periodic.}\]

\[^{24}\text{We could also simply argue that } df \text{ and } df^* \text{ only contain meromorphic data, so that } q, \text{ obtained from those by algebraic operations, must also be meromorphic. However, the following computation seems to be quite intuitive, showing also that } q \text{ has simple poles at the umbilics.}\]
and \( z = w^2 \) defines proper conformal\(^{25}\) coordinates for the ellipsoid in a neighborhood of the umbilic. In terms of these new coordinates, the differential \( q = dw^2 = \frac{1}{4z} dz^2 \) has a simple pole — in particular, we see that it extends meromorphically to the entire ellipsoid, as proposed (cf., [158]).

### 5.3 Goursat’s transformation

It is well known that (conformally parametrized: compare our discussions on conformality in §5.1.6) minimal surface patches \( f : \mathbb{R}^2 \cong \mathbb{C} \supset U \to \mathbb{R}^3 \) are exactly the real parts of holomorphic null curves\(^{26}\) \( \bar{h} : U \to \mathbb{C}^3 \): This is the classical (local) Weierstrass representation for minimal surfaces. Clearly, given an orthogonal transformation \( A \in O(3, \mathbb{C}) \), the map \( \tilde{h} = Ah \) is another holomorphic null curve giving rise to a new minimal surface \( \tilde{f} = \text{Re} \tilde{h} \), a “Goursat transform” of the original surface (cf., [129] and [167]; see [213] or [212]). However, any real orthogonal transformation \( A \in O(3, \mathbb{R}) \) only provides a motion of the original surface, so that, generically, there is a 3-parameter family of “essential” Goursat transformations for a given surface.

Fig. 5.4. Goursat transformations of the catenoid with respect to different axes

In [129] E. Goursat argues that every complex rotation can be decomposed into real rotations and an imaginary rotation (a rotation with an imaginary angle) about a prescribed axis, thus arriving at his formulas that

\(^{25}\) Because \( nd^2[\rho(x)] = 1 + p^2 x^2 + o(x^2) \), the metric (5.9) vanishes quadratically (the lowest possible order) at \((x, y) = (0, 0)\). Since \( |dz| = 2|u||dw| \), the induced metric will appear nondegenerate in terms of \( z \).

\(^{26}\) \( \bar{h} : U \to \mathbb{C}^3 \) is called a holomorphic null curve if \( \rho_z = 0 \) and \( |\rho_z|^2 = 0 \). Note that we use the bilinearly extended scalar product on \( \mathbb{C}^3 \) and that \( \rho_z = 2(\text{Re} \rho)_z \) by holomorphicity.
are commonly known as the Goursat transformation (cf., [184] or [101]).
Note that the Goursat transformation depends on the direction of the (real)
axis of the imaginary rotation relative to the surface: For example, choosing
the axis of the imaginary rotation to be the axis of rotation of the catenoid
just reparametrizes, the catenoid whereas choosing it orthogonal to the axis
of revolution gives a surface that is no longer a surface of revolution (see
Figure 5.4). That is, Goursat parametrizes the 3-parameter family of es-
tential Goursat transformations by the axis and the angle of the imaginary
rotation.

It is a well-known fact (cf., [213] or [196]), which can be proved by linear
algebra (see [258]), that the Hopf differential is invariant under Goursat
transformations while the Gauss map is changed by a Möbius transforma-
tion. And conversely, changing the Gauss map of a minimal surface by
a Möbius transformation while keeping the Hopf differential gives rise to a
Goursat transformation:

**5.3.1 Lemma.** Two minimal surfaces \( \bar{f}, \tilde{f} : M^2 \to \mathbb{R}^3 \) are Goursat trans-
forms of each other if and only if their Hopf differentials are equal and their
Gauss maps are Möbius equivalent.

**5.3.2** This, together with the fact that any minimal surface and its Gauss
map form a Christoffel pair, is the key observation that justifies our termi-
nology of a Goursat transformation for isothermic surfaces (cf., [148]):

**5.3.3 Definition.** Given an isothermic surface \( f : M^2 \to \mathbb{H} \) and a Möbius
transformation \( \mu : \mathbb{H} \cup \{\infty\} \to \mathbb{H} \cup \{\infty\} \), the surface
\( \tilde{f} = (\mu \circ f^*)^* \) will be
called a Goursat transform of \( f \).

**5.3.4** Note how this definition uses the interplay of the two symmetry
groups of our notions: The notion of an “isothermic surface” is confor-
mally invariant, while the notion of the “Christoffel transformation” is only
invariant under similarities of the ambient space. Accordingly, we will see
below that the Goursat transformation becomes inessential when using sim-
ilarities in the construction, whereas an example will convince the reader
that, generically, the Goursat transformations that correspond to “essen-
tial” Möbius transformations will indeed provide essential transforms of the
original surface.

**5.3.5** In a certain sense the Goursat transformations provide an action of
the Möbius group on isothermic surfaces. Namely, let us, for a moment,
assume that the Christoffel transformation is an honest involution, that is,

---

27) Note that the Gauss map and the Hopf differential can serve as Weierstrass data for a
minimal surface.
\( f^{**} = f \) for any isothermic surface \( f \) (cf., \( \S \) 5.2.4). Then

\[
(\tilde{\mu} \circ ((\mu \circ f^*)^*))^* = ((\tilde{\mu} \circ \mu) \circ f^*)^*
\]

for Möbius transformations \( \mu, \tilde{\mu} \in \text{M" ob}(\mathbb{H} \cup \{\infty\}) \). Of course, the Christoffel transformation is only well defined up to translation (if we somehow fix the scaling ambiguity), which spoils the above computation to a certain extent.

Nevertheless, it shows that, if \( \tilde{f} = (\mu \circ f^*)^* \) is a Goursat transform of \( f \), then \( f \) is also a Goursat transform of \( \tilde{f} \) — but we may have to adjust the inverse of the Möbius transformation \( \mu \) by a translation to obtain a Möbius transformation \( \tilde{\mu} \) that induces the “inverse” Goursat transformation \( \tilde{f} = (\tilde{\mu} \circ \tilde{f}^*)^* \).

5.3.6 Writing the Möbius transformation \( \mu \) as a fractional linear transformation, \( \mu(q) = (a_{11}q + a_{12})(a_{21}q + a_{22})^{-1} \), we may use (5.4) to determine the (differential of the) corresponding Goursat transform \( \tilde{f} \) of \( f \) more explicitly: \( f \) and \( \tilde{f} \) are Goursat transforms of each other iff their Christoffel transforms satisfy

\[
\tilde{f}^* = (a_{11}f^* + a_{12})(a_{21}f^* + a_{22})^{-1}.
\]

(5.10)

As for the computation that led to our quaternionic formula of the Study determinant (see \( \S \) 4.2.5), we distinguish two cases:

5.3.7 If \( \mu \) is a similarity, that is, if \( a_{21} = 0 \), then (5.10) yields

\[
d\tilde{f}^* = a_{11}df^*a_{22}^{-1}.
\]

Note that, in this case, \( a_{11} \neq 0 \) as well as \( a_{22} \neq 0 \), since the Study determinant\(^{28)} \) of \( \mu \) can be chosen to be \([\mu] = |a_{11}| |a_{22}| = 1\). Clearly, \( \tilde{\psi} := a_{22}df_a^{-1} \) satisfies (5.4) and is closed, so that we may integrate \( \tilde{\psi} \) to obtain a Christoffel transform of \( \tilde{f}^* \); that is,

\[
\tilde{f} = a_{22}f_a^{-1}
\]

provides the\(^{29)} \) corresponding Goursat transform of \( f \). In particular, we have

5.3.8 Lemma. If \( \mu : \mathbb{H} \cup \{\infty\} \to \mathbb{H} \cup \{\infty\} \) is a similarity, \( \mu(\infty) = \infty \), then any Goursat transform \( \tilde{f} = (\mu \circ f^*)^* \) of an isothermic surface \( f : M^2 \to \mathbb{H} \) is similar to the original surface.

\(^{28)} \) Remember that the Study determinant is a well-defined notion for endomorphisms of \( \mathbb{H}^2 \).

\(^{29)} \) Remember that, away from umbilics, the Christoffel transformation is unique up to scaling and translation. At umbilics, the statement can easily be verified using conformal “curvature line coordinates” that we required to exist\( x \) (see \( \S \) 5.2.1).
5.3.9 If, on the other hand, $\mu$ is an “essential” Möbius transformation, that is, not a similarity, then we may decompose it into a similarity and a “simple” essential Möbius transformation to obtain

$$\tilde{f}^* = (a_{11}f^* + a_{12})(a_{21}f^* + a_{22})^{-1} = ((a_{12} - a_{11}a_{21}^{-1}a_{22})[f^* + a_{21}^{-1}a_{22}]^{-1} + a_{11})a_{21}^{-1}. $$

By the “group structure” of the Goursat transformation (cf., §5.3.5), and since similarities yield similar surfaces, we may restrict ourselves to simple Möbius transformations of the form $q \mapsto (q - m)^{-1}, m \in \mathbb{H}$. Then we compute

$$d\tilde{f}^* = -(f^* - m)^{-1}df^*(f^* - m)^{-1}. $$

Employing (5.4) once more, we find that the ansatz $\tilde{\psi} := -(f^* - m)df(f^* - m)$ provides the differential of the Goursat transform since $d\tilde{\psi} = 0$, by (5.4) again:

5.3.10 Lemma. If $q \mapsto \mu(q) = (q - m)^{-1}$ is an essential Möbius transformation, then the differential of the corresponding Goursat transform of an isothermic surface $\tilde{f} : M^2 \rightarrow \mathbb{H}$ is given by

$$d\tilde{f} = -(f^* - m)df(f^* - m). \quad (5.11)$$

5.3.11 Note that we chose the sign (and scaling) of $d\tilde{f}$ in (5.11) such that, in case $\tilde{f}^* : M^2 \rightarrow \text{Im} \mathbb{H}$ take values in Euclidean 3-space, the holomorphic differential $q = df \cdot df^*$ is not changed by the Goursat transformation (cf., §5.2.12). Namely, with (5.11) we find

$$\tilde{q} = d\tilde{f} \cdot d\tilde{f}^* = (f^* - m)q(f^* - m)^{-1}. $$

If $n : M^2 \rightarrow S^2$ denotes the Gauss map of $\tilde{f}$, then

$$\tilde{n} = (f^* - m)n(f^* - m)^{-1} = (f^* - m)^{-1}n(f^* - m), $$

where the second equality follows since $(f^* - m)^2 \in \mathbb{R}$ is real, so that $\tilde{n}$ is easily seen to be the Gauss map of $\tilde{f}$:

$$\tilde{n} \cdot d\tilde{f} + d\tilde{f} \cdot \tilde{n} = (f^* - m)(n \cdot df + df \cdot n)(f^* - m) = 0. $$

Hence, after identifying $\text{span}\{1, n\} \cong M \times \mathbb{C} \cong \text{span}\{1, \tilde{n}\}$, the two holomorphic differentials are identified, $q \simeq \tilde{q}$.

5.3.12 Example. The following example may convince the reader that the Goursat transformation for isothermic surfaces can indeed essentially transform a surface: Consider a Christoffel pair $f = hj$ and $f^* = -jg$ of
holomorphic functions, as in §5.2.11, and let \( \mu \) denote the inverse stereographic projection
\[
q \mapsto \mu(q) = -i - 2(i + q)^{-1}
\]
(cf., §P.1.3). It is a straightforward computation to see that (5.12) really does provide an inverse stereographic projection: With \( q = z_j \in \mathbb{C} \), we have
\[
-2(i + z_j) = \frac{i(i - z_j)(i + z_j)^{-1}}{1 + (|z|^2)} + \frac{1}{1 + (|z|^2)}(1 + 2z_j).
\]

Since the Christoffel transformation is only well defined up to translation, we may neglect the translation by \(-2i\) in (5.12), so that we can apply our formula (5.11) to obtain the differential of the Goursat transform \( \tilde{f} \) of \( f \):
\[
d\tilde{f} = \frac{1}{2}(i - jg)d\eta j(i - jg) = i\text{Re}(gd\eta) + \frac{1}{2}j\text{Re}((1 - g^2)d\eta) - \frac{1}{2}k\text{Re}(i(1 + g^2)d\eta). \tag{5.13}
\]

Thus the Goursat transform of the holomorphic function \( f = hj \), with Christoffel partner \( f^* = -jg \), yields a minimal surface \( \tilde{f} \) with Weierstrass data \( g, h \). In fact, (5.13) suggests that the Weierstrass representation for minimal surfaces in Euclidean 3-space can be considered as a special case of the Goursat transformation.

5.3.13 To define the Goursat transformation for isothermic surfaces in §5.3.3 we used the interplay of Möbius geometry as the natural ambient geometry of isothermic surfaces and Euclidean geometry (or, more accurately, the geometry of similarities of the flat ambient space) as the natural ambient geometry for the Christoffel transformation. Now we want to take a different viewpoint, studying the family of all possible Christoffel transforms of an isothermic surfaces in conformal geometry — this will lead to a “master Christoffel transform” that provides all possible Christoffel transforms by certain projections.

First we study the effect of different stereographic projections (see §4.9.5) of an isothermic surface \( f : M^2 \to \mathbb{HP}^1 \) on their Christoffel transforms:

5.3.14 Lemma. Let \( f = (\nu_0 \circ f)(\nu_\infty \circ f)^{-1} \) and \( \tilde{f} = (\tilde{\nu}_0 \circ f)(\tilde{\nu}_\infty \circ f)^{-1} \) be two stereographic projections of an isothermic surface \( f : M^2 \to \mathbb{HP}^1 \). Then their Christoffel transforms \( f^* \) and \( \tilde{f}^* \) are Goursat transforms of each other, which are similar if the point \( \infty = H\nu_\infty \in (\mathbb{HP}^1)^\perp \) is the same for both projections.

5.3.15 Proof. Writing\(^{30} \) \( \tilde{\nu}_\infty = a_\infty \nu_\infty + a_{\infty 0} \nu_0 \) and \( \tilde{\nu}_0 = a_0 \nu_\infty + a_{00} \nu_0 \),

\(^{30}\) Note that \( (\nu_\infty, \nu_0) \) and \( (\tilde{\nu}_\infty, \tilde{\nu}_0) \) are bases of \( (\mathbb{H}^2)^* \), since the points \( H\nu_0 = 0 \neq \infty = H\nu_\infty \) and similarly for \( 0 \) and \( \infty \).
we obtain $\tilde{f}$ as a Möbius transform of $f$:

$$\tilde{f} = (a_{00}\nu_0 \circ f + a_{0\infty}\nu_\infty \circ f)(a_{\infty0}\nu_0 \circ f + a_{\infty\infty}\nu_\infty \circ f)^{-1} = (a_{00}f + a_{0\infty})(a_{\infty0}f + a_{\infty\infty})^{-1}.$$ 

Therefore, the Christoffel transforms $f^*$ of $f$ and $\tilde{f}^*$ of $\tilde{f}$ are Goursat transforms of each other. The above Möbius transformation is a similarity if and only if $a_{\infty0} = 0$, that is, if and only if $\infty = \infty$ (see §4.9.5). In that case, the Goursat transformation is a similarity by §5.3.8.

5.3.16 We are now going to derive the “master” Christoffel transform: For this purpose we first restrict ourselves to “simple” essential Möbius transformations of the form $q \mapsto (q - m)^{-1}$, as in §5.3.10.

Thus, let $f : M^2 \to \mathbb{HP}^1$ be an isothermic surface and choose homogeneous coordinates $v_0, v_\infty \in \mathbb{H}^2$ for two points $0, \infty \in \mathbb{HP}^1$. This gives us a stereographic projection $\mathfrak{f} = (v_0 \circ f)(v_\infty \circ f)^{-1} : M^2 \to \mathbb{H}$ of $f$, where $v_\infty, v_0 \in (\mathbb{H}^2)^*$ form the pseudodual basis of $(v_\infty, v_0), v_0 v_\infty + v_\infty v_0 = id_{\mathbb{H}^2}$.

In order to simplify the formulas we work with homogeneous coordinates $\mathfrak{f} : M^2 \to \mathbb{H}^2$ of our isothermic surface such that $\nu_\infty \circ f = 1$: Then $f = v_\infty \mathfrak{f} + v_0$.

Now we replace our first choice of homogeneous coordinates $v_0$ and $v_\infty$ by

$$\mathfrak{v}_0 = v_\infty \quad \mathfrak{v}_\infty = v_0 + v_\infty m \quad \leftrightarrow \quad \mathfrak{v}_0 = v_0 \quad \mathfrak{v}_\infty = v_\infty - mv_\infty.$$ 

Indeed, stereographically projecting $f$ with this new basis yields

$$\mathfrak{f} = (\mathfrak{v}_0 \circ (v_0 + v_\infty f))(\mathfrak{v}_\infty \circ (v_0 + v_\infty f))^{-1} = (f - m)^{-1}.$$ 

In particular, we have $\mathfrak{v}_\infty \circ f = f - m$, and $f^\perp \mathfrak{v}_\infty = -(f - m)$ if we choose homogeneous coordinates $f^\perp = v_0 - f v_\infty$ for our isothermic immersion as a map into $(\mathbb{HP}^1)^\perp$. Hence, by §5.3.10, the differential of $\mathfrak{f}^*$ can be written as

$$d\mathfrak{f}^* = \mathfrak{v}_\infty \tau \mathfrak{v}_\infty \quad \text{where} \quad \tau := f d\mathfrak{f}^* f^\perp : TM \to \mathfrak{gl}(2, \mathbb{H}).$$

Because any Möbius transformation can be obtained by postcomposing an essential transformation $q \mapsto (q - m)^{-1}$ by a similarity — that, by §4.9.5, yields only rescalings $\mathfrak{v}_\infty \to \mathfrak{v}_\infty a_\infty$ and $\mathfrak{v}_\infty \to a_{0\infty}^{-1} \mathfrak{v}_\infty$ of $v_\infty$ and $\nu_\infty$ — one can indeed get (the differentials of) all Goursat transforms of $f^*$, that is, all possible Christoffel transforms of our isothermic surface $f : M^2 \to \mathbb{HP}^1$ after stereographic projection, from $\tau$.

Moreover, note that $d\tau = 0$, so that $\tau$ can be integrated to obtain a map $\mathfrak{F}^*$ that “contains” all possible Christoffel transformations of $f$, up to translation (the constant of integration for $\mathfrak{F}^*$):
5.3.17 Lemma. Let $f : M^2 \to \mathbb{H}P^1$ be an isothermic surface, and let $\tilde{f}^*$ denote a Christoffel transform of a stereographic projection $f$ of $f$, obtained by a choice $v_0, v_\infty \in \mathbb{H}^2$ or $v_0, v_\infty \in (\mathbb{H}^2)^*$, respectively, of homogeneous coordinates for two points $0, \infty \in \mathbb{H}P^1 \cong (\mathbb{H}P^1)^\perp$. Then there exists a map 

$$\tilde{\mathfrak{f}}^* : M^2 \supset U \to \mathfrak{gl}(2, \mathbb{H}), \quad d\tilde{\mathfrak{f}}^* = \tau := (v_0 + v_\infty f)d\tilde{f}^*(v_0 - f v_\infty)$$

that provides (up to translation) the Christoffel transform $\tilde{f}^*$ of any stereographic projection $\tilde{f} = (\tilde{v}_0 \circ f)(\tilde{v}_\infty \circ f)^{-1}$ of $f$ via $\tilde{f}^* = \tilde{v}_\infty \tilde{\mathfrak{f}}^* \tilde{v}_\infty$.

5.3.18 So far we have used Euclidean data to define the form $\tau$ that integrates to give us this “master Christoffel transform” of an isothermic surface. Even though it is clear (by the property of being the universal Christoffel transform) that $\tilde{\mathfrak{f}}^*$ is indeed an object that belongs to $f$ as an immersion into the conformal $\mathbb{H}P^1$ and does not depend on any choices, it might be good to convince ourselves by giving an invariant description:

5.3.19 Definition and Lemma. Let $f : M^2 \to \mathbb{H}P^1$ be an immersion. Then a 1-form $\tau : TM \to \mathfrak{gl}(2, \mathbb{H})$ with $\ker\tau = \text{im}\tau = f$ will be called a retraction form of $f$.

Any isothermic immersion $f : M^2 \to \mathbb{H}P^1$ has a closed retraction form 

$$\tau : TM \to \mathfrak{gl}(2, \mathbb{H}), \quad \tau = (v_0 + v_\infty f)d\tilde{f}^*(v_0 - f v_\infty) \quad (5.14)$$

where $v_0, v_\infty \in \mathbb{H}^2$ and $v_0, v_\infty \in (\mathbb{H}^2)^*$ are homogeneous coordinates of two points $0, \infty \in \mathbb{H}P^1 \cong (\mathbb{H}P^1)^\perp$ and $\tilde{f}^*$ is a Christoffel transform of the corresponding stereographic projection $\tilde{f} = (v_0 f)(v_\infty f)^{-1}$ of $f$.

Conversely, if an immersion $f : M^2 \to \mathbb{H}P^1$ possesses a closed retraction form, then $f$ is isothermic and $\tau$ is of the form (5.14).

5.3.20 Proof. We have already seen a proof of the first claim in §5.3.16.

To verify the second statement we choose $v_\infty, v_0$ and $v_\infty, v_0$ as in §5.3.16 and let $\tilde{f}$ denote the corresponding stereographic projection, so that we have $f = (v_0 + v_\infty f)\mathbb{H}$ and $f^\perp = \mathbb{H}(v_0 - f v_\infty)$. The retraction form $\tau$ of $f$ then must be of the form 

$$\tau = (v_0 + v_\infty f)\omega(v_0 - f v_\infty)$$

with some 1-form $\omega : TM \to \mathbb{H}$. The closeness of $\tau$, $0 = d\tau$, then reads 

$$0 = v_\infty df \wedge \omega(v_0 - f v_\infty) + (v_0 + v_\infty f)d\omega(v_0 - f v_\infty) + (v_0 + v_\infty f)\omega \wedge df v_\infty.$$ 

Extracting “components” yields 

$$0 = (v_0 - f v_\infty)d\tau v_\infty = df \wedge \omega,$$

$$0 = v_\infty d\tau(v_0 + v_\infty f) = \omega \wedge df, \text{ and}$$

$$0 = v_\infty d\tau v_\infty = d\omega,$$
so that \( f \) must be isothermic and \( \omega = df^* \) is the differential of a Christoffel transform of \( f \), by \( \S 5.2.6 \).

### 5.3.21 Example.

As an example we reconsider the case of a totally umbilic isothermic surface: We consider \( f = (v_0 - v_\infty jg)H \) with some holomorphic function \( g : C \supset U \rightarrow C \cup \{\infty\} \). A Christoffel transform \( f^* = hj \) of \( f = -jg \) is then only determined after some choice — of a “curvature line net,” of a holomorphic quadratic differential \( q^* = dh \, dg \), or we may just prescribe the Christoffel transform \( f^* \) itself, because any holomorphic function \( h \) will provide a valid Christoffel transform \( f^* \) of \( f \) (cf., \( \S 5.2.11 \)).

Instead of carrying our bases \((v_\infty, v_0)\) and \((\nu_\infty, \nu_0)\) through all computations, let us use matrix notations by choosing

\[
\begin{pmatrix}
0 \\
1
\end{pmatrix}, \quad \begin{pmatrix}
1 \\
0
\end{pmatrix} 
\leftrightarrow \begin{pmatrix}
\nu_0 = (1,0) \\
\nu_\infty = (0,1)
\end{pmatrix}.
\]

Then, with the above choice of \( hj \) as a Christoffel transform of the stereographic projection \(-jg\) of \( f = (-jg) \), we obtain

\[
\tau = \begin{pmatrix}
fdf^* & -fdf^*f \\
fd^* & -d^*f
\end{pmatrix} = \begin{pmatrix}
-j & 0 \\
0 & 1
\end{pmatrix} \begin{pmatrix}
gdh & -g^2dh \\
dh & -gdh
\end{pmatrix} \begin{pmatrix}
j & 0 \\
0 & 1
\end{pmatrix}.
\]

Using \( \tilde{v}_\infty = \begin{pmatrix} -i \\ 1 \end{pmatrix} \simeq (1, i) = \tilde{v}_\infty \) to project \( \mathfrak{F}^* \), we recover, up to some factor, \( \S 5.3.12 \) our Weierstrass formula from \( \S 5.3.12 \):

\[
(1, i)\tau \begin{pmatrix} -i \\ 1 \end{pmatrix} = (1, i) \begin{pmatrix}
-jg & 0 \\
0 & 1
\end{pmatrix} \begin{pmatrix}
dhj & dhj \\
dhj & dhj
\end{pmatrix} \begin{pmatrix}
1 & 0 \\
0 & jg
\end{pmatrix} \begin{pmatrix} -i \\
1
\end{pmatrix}
\]

\[
= -(i - jg)dhj(i - jg).
\]

Note that, since \( \tau = J^{-1} \tau e J \) is purely complex after a suitable change of basis, complex analysis \( \S 5.3.12 \) can be used to integrate \( \tau \) in the present setup, so that the “recipe” to produce minimal surfaces described in this example really qualifies as a “Weierstrass representation” — for a minimal surface along with all its Goursat transforms.

To have an explicit example, let \( g(z) = \tanh \frac{z}{2} \) and \( h(z) = z + \sinh z \). Then our quadratic differential \( q = dg \, dh = dz^2 \), so that our “curvature

---

31) We will see later that the striking similarity with the formulas of M. Umehara and K. Yamada in [285] is not by accident.

32) This factor is caused by the stretching that was used in \( \S 5.3.12 \) to have the considered Möbius transformation restrict to the inverse stereographic projection.

33) Also note how nicely the complex structure of the domain mixes with the quaternionic structure of the ambient space.
line parameters” become $x = \text{Re} \ z$ and $y = \text{Im} \ z$. Computing $\tau$ and then integrating we obtain

$$\tau(z) = \begin{pmatrix} -j & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \sinh z \ dz & dz - \cosh z \ dz \\ dz + \cosh z \ dz & -\sinh z \ dz \end{pmatrix} \begin{pmatrix} j & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and}$$

$$\tilde{\mathcal{F}}^\star(z) = \begin{pmatrix} -j & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \cosh z & z - \sinh z \\ z + \sinh z & -\cosh z \end{pmatrix} \begin{pmatrix} j & 0 \\ 0 & 1 \end{pmatrix}.$$ 

Now we choose $\tilde{\nu}_\infty = \begin{pmatrix} -\lambda i \\ 1 \end{pmatrix}$ and $\tilde{\nu}_\infty = (1, \lambda i)$ to extract a Christoffel transform: With $z = x + iy$ we find

$$\tilde{\mathcal{F}}^\star(x,y) = \tilde{\nu}_\infty \tilde{\mathcal{F}}^\star(z) \tilde{\nu}_\infty = -2\lambda \left\{ i \cdot \cosh x \cos y + \begin{array}{c} j \cdot (1 + \lambda^2) x - \frac{1 - \lambda^2}{2\lambda} \sinh x \cos y \\ + k \cdot (1 + \lambda^2) \cosh x \sin y - \frac{1 - \lambda^2}{2\lambda} y \end{array} \right\}.$$ 

For $\lambda = 1$, this is the catenoid with the $j$-axis as its axis of rotation; for other $\lambda$’s, $\tilde{\mathcal{F}}^\star$ is a Goursat transform (of course!) of this catenoid that can be obtained by an imaginary rotation of the holomorphic null curve of the catenoid about the $i$-axis (cf., Figure 5.1): substituting $\lambda = e^\alpha$ we have

$$\tilde{\mathcal{F}}^\star(x,y) = -2\lambda \text{Re} \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos i\alpha & \sin i\alpha \\ 0 & -\sin i\alpha & \cos i\alpha \end{pmatrix} \begin{pmatrix} \cosh z \\ z \\ -i \sinh z \end{pmatrix}.$$ 

5.4 Darboux’s transformation

We already learned about the Darboux transformation for isothermic surfaces in §3.2.5, in the context of Blaschke’s problem (see Section 3.1). In this section we will take a completely different viewpoint, partially based on our developments in [147] and on discussions with F. Burstall and U. Pinkall (cf., [52]), and make contact with our earlier developments only at the end of this section. In fact, a notion of “Darboux transformation” can be introduced in the much more general setting of maps into an associative algebra, via a Riccati equation similar to the one below (see [49]).

So far, the transformation theory for isothermic surfaces that we developed in the present chapter has not been very different from the classical theory; we just “quaternionified” the theory that we touched on in Section 3.3. The first real achievement using quaternions might have been the retraction form from §5.3.19 that provided the “master Christoffel transform” (see §5.3.17). We will stress the use of this retraction form further — we will see that it can be viewed as the key object in the transformation theory of isothermic surfaces: In this way we will obtain an extremely powerful tool that will lead us quickly to the heart of the transformation theory.
As a preparation we will first recall a well-known relation between solutions of Riccati (type partial) differential equations and linear systems:

**5.4.1 Lemma.** Let $\omega : TM \to \mathfrak{gl}(2, \mathbb{H})$ be some $\mathfrak{gl}(2, \mathbb{H})$-valued 1-form.

If $g : M^2 \to \mathbb{H} \setminus \{0\}$ satisfies the linear system $dg + \omega g = 0$, then any stereographic projection $g = (v_0 g)(v_\infty g)^{-1} : M^2 \to \mathbb{H}$ of $g \mathbb{H} : M^2 \to \mathbb{H} P^1$ satisfies the Riccati-type partial differential equation

$$dg = g \omega_\infty g + g \omega_0 - \omega_{0\infty} g - \omega_{00},$$

(5.15)

where the $\omega_{ij} = v_i \omega v_j$ denote the “components” of $\omega$ with respect to the basis $(v_\infty, v_0)$ used for the stereographic projection.

Conversely, if $d\omega + \frac{1}{2} [\omega \wedge \omega] = 0$ and $g : M^2 \to \mathbb{H}$ satisfies (5.15), then there is (locally) a function $a : M^2 \supset U \to \mathbb{H}$ such that $g = (v_0 + v_\infty g)a$ satisfies the linear system $dg + \omega g = 0$.

**5.4.2 Proof.** To verify the two statements we fix a basis as in the above example,

$$v_0 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad v_\infty = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \leftrightarrow \begin{cases} v_0 &= (1,0) \\ v_\infty &= (0,1), \end{cases}$$

and use the respective matrix representation, so that

$$\omega = \begin{pmatrix} \omega_0 & \omega_{0\infty} \\ \omega_{\infty0} & \omega_\infty \end{pmatrix} \quad \text{and} \quad g = \begin{pmatrix} g \\ 1 \end{pmatrix} a$$

with some function $a : M^2 \to \mathbb{H}$. Now the linear system $dg + \omega g = 0$ reads

$$0 = (dg + \omega_0 g + \omega_{00}) a + g da,$$
$$0 = da + (\omega_{\infty0} g + \omega_\infty) a.$$

Inserting the second equation into the first yields equivalence of the first equation with the Riccati equation since $a \neq 0$. As a consequence, we have the first assertion. For the second assertion it suffices to verify the complete integrability of the second equation:

$$0 = d[(\omega_\infty g + \omega_\infty0) a]$$
$$= [d(\omega_{\infty0} g + \omega_{\infty}) + (\omega_\infty g + \omega_\infty) \wedge (\omega_{\infty0} g + \omega_{\infty0})] a.$$

34) Note that the flatness condition on $\omega$ becomes obsolete in the case of an ordinary Riccati equation. Remember that, in terms of matrices, $[\omega \wedge \omega] = 2\omega \wedge \omega$, where the right term means matrix multiplication with $\wedge$ on the components (cf., §1.7.4).

35) We could just as well carry our abstract bases $(v_\infty, v_0)$ and $(v_\infty, v_0)$ around. However, it might be profitable to get acquainted with the interplay of our pseudodual bases and their matrix representations; the abstract proof shall be left to the reader as an exercise.
This is easily obtained using our flatness assumption $d\omega + \frac{1}{2}[\omega \wedge \omega] = 0$ for \(\omega\) and the Riccati equation for \(g\).

**5.4.3** Note that this lemma can be reformulated in a projective setting: If \(g\) satisfies our linear system $dg + \omega g = 0$, then, in particular, $dg + \omega g \parallel g$, which is a projectively invariant statement. And, in fact, this projective version is enough to derive the Riccati equation — as one might expect, because the stereographic projection \(g\) depends only on the map $g : M^2 \to \mathbb{H}P^1$.

Writing $g = \begin{pmatrix} g_1 \\ 1 \end{pmatrix}$ we find

$$d\begin{pmatrix} g_1 \\ 1 \end{pmatrix} + \begin{pmatrix} \omega_{0\infty} & \omega_{00} \\ \omega_{\infty\infty} & \omega_{\infty0} \end{pmatrix} \begin{pmatrix} g_1 \\ 1 \end{pmatrix} = \begin{pmatrix} g_1 \\ 1 \end{pmatrix} \eta$$

if and only if $\eta = (\omega_{\infty\infty} g + \omega_{\infty0})$ and $dg + \omega_{0\infty} g + \omega_{00} = g \eta$. This last equation is nothing but our Riccati equation when substituting $\eta$.

Thus the Maurer-Cartan equation for $\omega$ is only needed when seeking a parallel lift of $gH : M^2 \to \mathbb{H}P^1$.

**5.4.4 Corollary.** A map $g : M^2 \to \mathbb{H}P^1$ satisfies $dg + \omega g \parallel g$ if and only if any stereographic projection $g$ satisfies a Riccati-type partial differential equation (5.15),

$$dg = g_{\omega_{\infty\infty}} g + g_{\omega_{\infty0}} - \omega_{0\infty} g - \omega_{00},$$

with the components $\omega_{ij} = \nu_i \omega \nu_j$ of $\omega$ taken with respect to the basis $(\nu_\infty, \nu_0)$ that is used for the stereographic projection.

**5.4.5** However, the Maurer-Cartan equation $0 = d\omega + \frac{1}{2}[\omega \wedge \omega]$ for $\omega$ guarantees the integrability of the Riccati equation: When taking exterior derivatives in (5.15) we obtain

$$d^2 g = d[g_{\omega_{\infty\infty}} g + g_{\omega_{\infty0}} - \omega_{0\infty} g - \omega_{00}] = g(d\omega_{\infty\infty} + \omega_{\infty\infty} \wedge \omega_{0\infty} + \omega_{0\infty} \wedge \omega_{\infty\infty}) g + g(d\omega_{0\infty} + \omega_{\infty0} \wedge \omega_{\infty0} + \omega_{\infty0} \wedge \omega_{\infty0}) g - (d\omega_{0\infty} + \omega_{\infty0} \wedge \omega_{\infty0} + \omega_{\infty0} \wedge \omega_{\infty0}) g - (d\omega_{00} + \omega_{0\infty} \wedge \omega_{00} + \omega_{0\infty} \wedge \omega_{\infty0}).$$

Hence the Riccati equation can be considered as a — locally solvable — initial value problem if $\omega$ satisfies the Maurer-Cartan equation:

**5.4.6 Lemma.** The Riccati equation $dg = g_{\omega_{\infty\infty}} g + g_{\omega_{\infty0}} - \omega_{0\infty} g - \omega_{00}$ is completely integrable as soon as $d\omega + \frac{1}{2}[\omega \wedge \omega] = 0$.

**5.4.7** Now we want to apply these general facts about linear systems and Riccati equations in the case where $\omega$ is a closed retraction form $\tau$ of an
isothermic surface $f : M^2 \to \mathbb{H}P^1$ (see §5.3.19). Clearly $\tau$ satisfies the Maurer-Cartan equation: Since $\tau$ is a retraction form, we have $\tau \land \tau = 0$ and $d\tau = 0$ by assumption. Hence the linear system $d\hat{f} + \tau \hat{f} = 0$ is completely integrable,\(^{36}\) as is the corresponding Riccati-type differential equation

$$d\hat{f} = \hat{f} d\hat{f}^* \hat{f} - \hat{f} d\hat{f}^* f - f d\hat{f}^* \hat{f} + f d\hat{f}^* f.$$  

Note that, away from umbilics, all closed retraction forms are (constant, nonzero) real multiples of each other, just as the Christoffel transformation is unique up to real scaling (and translation). This suggests that we should consider the 1-parameter family

$$(\tau_\lambda)_{\lambda \in \mathbb{R} \setminus \{0\}}, \quad \tau_\lambda := \lambda \tau$$  

of closed retraction forms, where $\tau = \tau_1$ is some “initial” retraction form — obtained from a choice of conformal curvature line parameters or a polarization $q = df \cdot d\hat{f}^*$ in the codimension 1 case (cf., §5.2.18).

In the sequel we will always assume the scaling of the retraction form $\tau_1$ and “the” Christoffel transform $f^*$ of a stereographic projection $f$ of $f$ to be adjusted,

$$d\hat{f}^* = v_\infty \tau_1 v_\infty.$$  

(5.16)

Thus an isothermic surface in $\mathbb{H}P^1$ has (locally) a $(4 + 1)$-parameter family of Darboux transforms in the following sense:

**5.4.8 Definition.** Let $\tau_\lambda : TM \to \mathfrak{gl}(2, \mathbb{H})$ be a closed retraction form of an isothermic surface $f : M^2 \to \mathbb{H}P^1$. Any solution $\hat{f} : M^2 \to \mathbb{H}P^1$ of the linear system $d\hat{f} + \tau_\lambda \hat{f} || \hat{f}$ is called a Darboux transform of $f$.

**5.4.9** To see that this definition generalizes our previous definition of the Darboux transformation in §3.2.5, we derive the geometric properties of $\hat{f}$.

First, to see that $\hat{f}$ is isothermic, we employ the corresponding Riccati equation

$$d\hat{f} = \lambda (\hat{f} - f) d\hat{f}^* (\hat{f} - f)$$  

(5.17)

that the stereographic projections $\hat{f}$ of $\hat{f}$ and $f$ of $f$ satisfy: If we now define

$$\tilde{f} := f^* + \frac{1}{\lambda} (\hat{f} - f)^{-1},$$  

(5.18)

it is straightforward to check that $\tilde{f} = \hat{f}^*$ is a Christoffel transform of $\hat{f}$. Namely, using (5.17) to substitute $d\hat{f}$ in $d\tilde{f}$, we find

$$d\tilde{f} = \frac{1}{\lambda} (\hat{f} - f)^{-1} df (\hat{f} - f)^{-1},$$

36\(^{\text{That is, “completely integrable” in the sense that no additional integrability condition has to be fulfilled.}}\)
so that $d\tilde{f} \wedge d\hat{f} = d\hat{f} \wedge d\tilde{f} = 0$, which characterizes $\tilde{f}$ as a Christoffel transform of $\hat{f}$, by §5.2.6.

**5.4.10 Lemma.** Any Darboux transform $\hat{f}$ of an isothermic surface $f$ is isothermic.

If $\tilde{f}$ and $\hat{f}$ are stereographic projections of $f$ and $\hat{f}$, and the Christoffel transform $f^*$ of $\tilde{f}$ is scaled according to (5.16), then the Christoffel transform $\hat{f}^*$ of $\hat{f}$ can be scaled and positioned so that

$$1 = \lambda (\hat{f}^* - f^*) (\hat{f} - f),$$

where $\lambda$ is the parameter of the Darboux transformation.

**5.4.11** As a consequence of this formula for the Christoffel transform $\hat{f}^*$ of $\hat{f}$, we can now determine "the" closed retraction form (5.14) of $\hat{f}$: Using matrix representation with respect to the basis $(v_\infty, v_0)$ that we used for the stereographic projection,

$$\hat{\tau} = \frac{1}{\lambda} \begin{pmatrix} \hat{f}(\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} & -\hat{f}(\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} \\ (\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} & - (\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} \end{pmatrix}. \quad (5.19)$$

Namely, $\hat{\tau}$ is a retraction form of $\hat{f}$ since $\text{im}\hat{\tau} = \ker\hat{\tau} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \mathbb{H} = \hat{f}$, and $\hat{\tau}$ is closed, $d\hat{\tau} = 0$, by construction.

Knowing $\hat{\tau}$, it is now a straightforward computation to check that the original isothermic surface $f$ is a Darboux transform of its Darboux transform $\hat{f}$:

$$(d + \lambda \hat{\tau}) \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} \hat{f}(\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} & -\hat{f}(\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} \\ (\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} & - (\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} \end{pmatrix} (\hat{f} - f)^{-1} df = \begin{pmatrix} 1 \\ 0 \end{pmatrix} (f - \hat{f}) df,$$

that is, $df + \lambda \hat{\tau} f \parallel f$.

**5.4.12 Lemma.** The Darboux transformation is involutive, $\hat{\hat{f}} = f$. That is, if $\hat{f}$ is a Darboux transform of an isothermic surface $f$, then $f$ is a Darboux transform of $\hat{f}$.

Moreover, there is a canonical scaling $\hat{\tau}_1 = \hat{\tau}_1$ for the closed retraction form of $\hat{f}$, relative to the scaling of the closed retraction form $\tau$ of $f$, so that

$$(d + \lambda \tau) \hat{f} \parallel \hat{f} \iff (d + \lambda \hat{\tau}) f \parallel f.$$  

The surfaces $f$ and $\hat{f}$ form a "Darboux pair," or a "$D_\lambda$-pair."

**5.4.13** Another, simple consequence of the Riccati equation is that a Darboux transform $\hat{f} : M^2 \to \mathbb{HP}^1$ of an isothermic surface $f : M^2 \to \mathbb{HP}^1$...
induces the same conformal structure on $M^2$ as $f$ does. Computing the metric induced by the stereographic projection $\hat{f}$ yields

$$|d\hat{f}|^2 = \lambda^2|\hat{f} - f|^4|df^*|^2.$$

Now the claim follows since the Christoffel transform $f^*$ of $f$ induces a conformally equivalent metric (cf., §5.2.1f).

This is the first step in making contact with the classical notion of the Darboux transformation from §3.2.5. It remains for us to show that $f$ and $\hat{f}$ envelope a Ribaucour 2-sphere congruence.

In the codimension 1 case $\hat{f}, f : M^2 \to \text{Im} \mathbb{H}$, this can also be seen from the Riccati equation:

5.4.14 Namely, in that case we compute the Gauss maps $n, \hat{n} : M^2 \to S^2$ of $f$ and $\hat{f}$ using conformal curvature line parameters $(x, y)$ of $f$:

$$n = -f_x f_y^{-1} = -f_x^{-1} f_y$$
$$\hat{n} = -\hat{f}_x \hat{f}_y^{-1} = (\hat{f} - f)f_x^{-1} f_y (\hat{f} - f)^{-1},$$

(5.20)

where we used the Riccati equation and Christoffel’s formula (5.3).

Now we are seeking the radius and center functions, $r$ and $m$, for the enveloped sphere congruence, that is, we want to have

$$f + r n = m = \hat{f} + r \hat{n}.$$

Thus, by eliminating $m$ and substituting $\hat{n}$, we obtain

$$-|\hat{f} - f|^2 = (\hat{f} - f)^2 = r ((\hat{f} - f) n + n (\hat{f} - f)) = -2((\hat{f} - f), n) r.$$  

(5.21)

Unless $(\hat{f} - f) \perp n$, in which case $\hat{n} = -(\hat{f} - f)n(\hat{f} - f)^{-1} = n$ by (5.20), so that $f$ and $\hat{f}$ share a tangent plane, (5.21) can be solved for $r$.

To see that this sphere congruence is Ribaucour, we compute the holomorphic differential

$$\tilde{q} = d\hat{f} \cdot df^* = (\hat{f} - f) df^* df (\hat{f} - f)^{-1} = (\hat{f} - f) \tilde{q} (\hat{f} - f)^{-1} \simeq q$$

since $\hat{n} = -(\hat{f} - f)n(\hat{f} - f)^{-1}$. Thus, if $(x, y)$ are conformal curvature line parameters for $f$, so that $q = dx^2 - dy^2$, then they are for $\hat{f}$.

5.4.15 Example. This seems to be a good point to pause for a moment and to reconsider, as an example, surfaces of constant mean curvature. Remember that, in §5.2.10, we determined the Christoffel transforms of minimal and constant mean curvature surfaces in Euclidean space. Here we want to argue that minimal and constant mean curvature surfaces in Euclidean
space have many Darboux transforms with the same mean curvature. In order to determine the mean curvature of a Darboux transform \( \hat{\mathbf{f}} \) of an isothermic surface in Euclidean 3-space, we employ (5.6):

\[
\hat{H} \, d\hat{\mathbf{f}} \wedge d\hat{\mathbf{f}} = -d\hat{n} \wedge d\hat{\mathbf{f}} = (\hat{\mathbf{f}} - \mathbf{f}) (dn \wedge df^* + df^* ((\hat{\mathbf{f}} - \mathbf{f}) n + n(\hat{\mathbf{f}} - \mathbf{f})) \wedge df^*) (\hat{\mathbf{f}} - \mathbf{f}) = \frac{1}{(\hat{\mathbf{f}} - \mathbf{f})^2} (\frac{1}{\lambda} H^* - 2 (\hat{\mathbf{f}} - \mathbf{f}) n) \, d\hat{\mathbf{f}} \wedge d\hat{\mathbf{f}},
\]

where we used, besides the Riccati equation (5.17), that \( n^* = -n \) is orthogonal to \( df^* \), that \( (\hat{\mathbf{f}} - \mathbf{f})^2 \in \mathbb{R} \), and the characterization §5.2.6 for the Christoffel transformation. Thus a Darboux transform \( \hat{\mathbf{f}} \) has the same (constant) mean curvature \( \hat{H} = H \) as \( \mathbf{f} \) if and only if the function

\[
h := \frac{1}{\lambda} H^* - H (\hat{\mathbf{f}} - \mathbf{f})^2 + (\hat{\mathbf{f}} - \mathbf{f}) n + n(\hat{\mathbf{f}} - \mathbf{f})
\]

vanishes identically. Taking the derivative of \( h \), we learn that \( h \) satisfies the differential equation

\[
dh = \lambda ((\hat{\mathbf{f}} - \mathbf{f}) df^* + df^* (\hat{\mathbf{f}} - \mathbf{f})) h.
\]

Here we used \( H^* df^* = dn + H df \) to eliminate \( dn \); this is a direct consequence of §5.2.9, since we are dealing with constant mean curvature surfaces.\(^{38})\) Consequently, \( h \) must vanish identically as soon as it vanishes at one point: Adjusting an initial value \( \hat{\mathbf{f}}(p_0) \) so that \( h(p_0) = 0 \), we obtain a Darboux transform \( \hat{\mathbf{f}} \) of constant mean curvature \( \hat{H} = H \).

To interpret the condition \( h = 0 \) geometrically, we have to distinguish two cases: In the case of a minimal surface, \( H = 0 \), the condition

\[
h = 0 \iff \langle (\hat{\mathbf{f}} - \mathbf{f}), n \rangle = \frac{1}{2\lambda} H^*
\]

just says that the Darboux transform \( \hat{\mathbf{f}} \) has a constant normal distance from \( \mathbf{f} \), that is, the points of \( \hat{\mathbf{f}} \) have a constant distance from the tangent planes of \( \mathbf{f} \) at the corresponding points; if, on the other hand, \( H \neq 0 \), then we may rewrite the condition

\[
h = 0 \iff |H(\hat{\mathbf{f}} - \mathbf{f}) - n|^2 = 1 - \frac{1}{\lambda} HH^*,
\]

\(^{37})\) Considering the Riccati equation (5.17) as an initial value problem for the Darboux transform of an isothermic surface \( \mathbf{f} \) in \( \mathbb{R}^3 \cong \text{Im}H \) (with Christoffel partner \( \mathbf{f}^* \) also in \( \text{Im}H \)), a solution will take values in \( \text{Im}H \) as soon as we choose the initial value in \( \text{Im}H \), since we then have \( \text{Re}(\hat{\mathbf{f}} - \mathbf{f}) df^* (\hat{\mathbf{f}} - \mathbf{f}) \equiv 0 \). We will discuss the conformal version of this fact in greater detail below.

\(^{38})\) In fact, if the scaling of the Christoffel transform \( \mathbf{f}^* \) is not fixed by some other considerations, we may just choose \( \mathbf{f}^* = n + H \mathbf{f} \), in which case \( H^* = 1 \).
showing that $\hat{f}$ has constant distance $\frac{1}{H^*}(1 - \frac{1}{\lambda}HH^*)$ from the parallel constant mean curvature surface $f + \frac{1}{H}n$ of $f$. Note that this parallel constant mean curvature surface is, besides being a Christoffel transform of $f$, a Darboux transform of $f$ itself: $f$ with $\lambda = HH^*$:

$$d(f + \frac{1}{H}n) = (HH^*)(\frac{1}{H}n) df^*(\frac{1}{H}n).$$

To summarize, a surface of constant mean curvature in Euclidean 3-space has a 3-parameter family of Darboux transforms that have the same constant mean curvature as the original surface.

We will now give a proof for the conformal version of our above assertion that, choosing a “correct” initial point, the Darboux transform of an isothermic surface in 3-space will also take values in 3-space:

5.4.16 Lemma. If $f : M^2 \to S^3 \subset \mathbb{HP}^1$ takes values in a 3-sphere, then there is a $(1+3)$-parameter family of Darboux transforms $\hat{f} : M^2 \supset U \to S^3$ that take values in the same $S^3$.

5.4.17 Proof. Let $S \in \mathfrak{g}(\mathbb{H})$ denote the quaternionic Hermitian form that defines the 3-sphere $S^3 \subset \mathbb{HP}^1$; let $v_0, v_\infty$ be homogeneous coordinates of two points $\infty, 0 \in S^3$, $S(v_0, v_\infty) = 1$; and let $v_i = S(v_i,.)$, $i = 0, \infty$, as in §4.9.6. Then $S^3$ stereographically projects to $\text{Im} \mathbb{H}$.

In particular, $f : M^2 \to \text{Im} \mathbb{H}$ and $df^* : TM \to \text{Im} \mathbb{H}$, so that $\tau$ is skew with respect to $S$: With (5.14) we recover the “components” of $\tau$,

$$S(v_0, \tau v_\infty) = v_0 \tau v_\infty = df^*, \quad S(v_0, \tau v_0) = v_0 \tau v_0 = -df^* f,$$

$$S(v_\infty, \tau v_\infty) = v_\infty \tau v_\infty = df^*, \quad S(v_\infty, \tau v_0) = v_\infty \tau v_0 = -df^* f,$$

so that $S(v_i, \tau v_j) + S(\tau v_i, v_j) = 0$ since $S$ is Hermitian.

Because $d\tau + \frac{1}{2}[\tau \wedge \tau] = 0$, we can choose homogeneous coordinates for any Darboux transform $\hat{f}$ so that $(d + \lambda \tau)\hat{f} = 0$ by §5.4.1. Then

$$d\{S(\hat{f}, \hat{f})\} = -\lambda[S(\tau \hat{f}, \hat{f}) + S(\hat{f}, \tau \hat{f})] = 0,$$

so that $S(\hat{f}, \hat{f})$ is constant. That is, if we choose an initial point of $\hat{f}$ on $S^3$, then $\hat{f}$ takes values in $S^3$.

39) This fact, that there is a surface that is a Christoffel and Darboux transform of $f$ at the same time, can in fact be used to characterize surfaces of constant mean curvature among isothermic surfaces in 3-space (see [147]). This was one crucial step in obtaining a definition for a discrete analog for constant mean curvature surfaces in Euclidean space (see [149]).

40) Compare [16].
Let us examine the consequences of choosing homogeneous coordinates \( f, \hat{f} : M^2 \to \mathbb{H}^2 \) for a Darboux pair of isothermic surfaces such that

\[
(d + \lambda \tau) \hat{f} = 0 \quad \text{and} \quad (d + \lambda \hat{\tau}) f = 0
\]
a bit further: Since \( \text{im} \tau = f \mathbb{I} \) and \( \text{im} \hat{\tau} = \hat{f} \mathbb{I} \), we obtain

\[
df = -\lambda \hat{\tau} f = \hat{f} \cdot \psi \quad \text{and} \quad d\hat{f} = -\lambda \tau f = -f \cdot (\lambda \psi^*)
\]
with suitable forms \( \psi, \psi^* : TM \to \mathbb{H} \). Analyzing the integrability conditions then gives

\[
0 = d^2 f = -f \lambda \psi^* \wedge \psi - \hat{f} \, d\psi^*
\]
\[
0 = d^2 \hat{f} = -\hat{f} \lambda \psi \wedge \psi^* + f \lambda d\psi,
\]
showing that (locally) \( \psi = dg \) and \( \psi^* = dg^* \) with a Christoffel pair of (isothermic) surfaces \( g \) and \( g^* \):

**5.4.19 Lemma.** If \( f, \hat{f} : M^2 \to \mathbb{H}P^1 \) form a Darboux pair, then there exists a choice of homogeneous coordinates \( f, \hat{f} : M^2 \to \mathbb{H}^2 \) so that

\[
df = \hat{f} \cdot dg \quad \text{and} \quad d\hat{f} = f \cdot \lambda dg^*
\]
with some Christoffel pair \( g, g^* : M^2 \supset U \to \mathbb{H} \) of isothermic surfaces.

**5.4.20** This lemma provides the basis\(^{41}\) for finally proving that the surfaces of a Darboux pair envelope a congruence of 2-spheres, which we want to define (at least locally,\(^{42}\) on \( U \)) as an endomorphism field:

Let \( n_1, n_2 : U \to \mathbb{H} \) denote two orthogonal unit normal fields of the surface \( g \) from the above lemma. Note that, if \( n_i \) are normal fields for \( g \), then \( \bar{n}_i \) are normal fields for \( g^* \), since \( g^* \) and \( \bar{g} \) have parallel tangent planes (see §5.2.2). Then define an endomorphism field \( S \) of \( \mathbb{H}^2 \) by

\[
Sf = f \bar{n}_2 n_1 =: f a \quad \text{and} \quad S\hat{f} = \hat{f} (-n_1 \bar{n}_2) =: \hat{f} \dot{a}.
\]
Because the \( n_i \) are orthogonal, \( n_1 \bar{n}_2 + n_2 \bar{n}_1 = 0 \), and have length \( |n_i|^2 = 1 \), we derive that \( a^2 = \dot{a}^2 = -1 \), so that \( S : U \to \mathbb{S}(\mathbb{H}^2) \) defines a congruence of 2-spheres (see §4.8.1).

\(^{41}\) In fact, this lemma also provides the relation of the Darboux transformation with curved flats in the space of point pairs (cf., §3.3.2). We will come back to this point in the following section.

\(^{42}\) Note that the spheres of a congruence enveloped by two surfaces are uniquely determined by the envelopes. Therefore, there is a global 2-sphere congruence, even if we can only locally give an analytic expression.
Since \( f \) and \( \hat{f} \) give, by construction, (pointwise) eigendirections of \( S \), the points of \( f \) and \( \hat{f} \) lie on the 2-spheres \( S \). Moreover,
\[
\begin{align*}
dS f &= d(S f) - S df = f da + \hat{f} (d\mathbf{g} a - \hat{a} d\mathbf{g}) = f da,
dS \hat{f} &= d(S \hat{f}) - S d\hat{f} = \lambda f (d\mathbf{g}^* \hat{a} - a d\mathbf{g}^*) + \hat{f} d\hat{a} = \hat{f} d\hat{a}
\end{align*}
\]
since \(-\hat{a} d\mathbf{g} = d\mathbf{g} \hat{a}\) and \(d\mathbf{g}^* \hat{a} = -\hat{a} d\mathbf{g}^*\). Consequently, \( f \) and \( \hat{f} \) do indeed envelope \( S \) by §4.8.15.

**5.4.21 Lemma.** The surfaces \( f, \hat{f} : M^2 \to \mathbb{HP}^1 \) of a Darboux pair of isothermal surfaces envelope a 2-sphere congruence.

**5.4.22** Finally, we should show that this 2-sphere congruence is Ribaucour, that is, the curvature directions on both surfaces do correspond (cf., §3.1.6). We already know that the two surfaces \( f, \hat{f} : M^2 \to \mathbb{HP}^1 \) of a Darboux pair induce the same conformal structure on their domain \( M^2 \) (see §5.4.13). Thus, if \((x, y)\) denote conformal curvature line parameters for \( f \), then these are conformal coordinates for \( \hat{f} \) and it just remains to show that they are curvature line parameters — or conjugate parameters for any stereographic projection \( \hat{f} \) of \( f \).

Now remember that we saw earlier, in (5.5), that the integrability of the dual surfaces, given in terms of conformal coordinates, is closely related to the fact that the coordinates are conjugate. In fact, if we choose conformal curvature line coordinates \((x, y)\) for \( f \) so that \( f_x^* = f_x^{-1} \) and \( f_y^* = -f_y^{-1} \), then we learn from (5.18) that
\[
\hat{f}_x^* = \hat{f}_x^{-1} \quad \text{and} \quad \hat{f}_y^* = -\hat{f}_y^{-1}.
\]
The integrability condition (5.5) then just reads \( \hat{f}^1_{xy} = 0 \), so that \((x, y)\) must be conjugate parameters.

Thus we have finally collected all the geometric properties that characterize the Darboux transformation classically, as described in §3.2.5:

**5.4.23 Corollary.** The surfaces \( f, \hat{f} : M^2 \to \mathbb{HP}^1 \) of a Darboux pair of isothermal surfaces induce the same conformal structure on \( M^2 \) and envelope a Ribaucour congruence of 2-spheres.

In particular, if \( f, \hat{f} : M^2 \to S^3 \) take values in a 3-sphere, then they generically\(^{43}\) form a Darboux pair of isothermal surfaces in the classical sense.

---

\(^{43}\) The following examples will convince the reader that the enveloped sphere congruence will usually not take values in a fixed linear sphere complex. However, it seems desirable to slightly relax, or reformulate, this requirement anyway as the example of a “Darboux pair of holomorphic maps” below suggests. Note that, for our investigations of Blaschke’s problem from Section 3.1, we assumed the enveloped sphere congruence to be regular (cf., §3.2.1).
Example. As a first example we resume our considerations in §5.3.21 (cf., §5.2.11). Thus let \( g, h : \mathbb{C} \supset U \to \mathbb{C} \) denote two holomorphic functions and consider \( f = \left( -j^g \right) \mathbb{H} \). We already discussed that

\[
\tau = \begin{pmatrix} -j & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} gdh & -g^2 dh \\ dh & -gdh \end{pmatrix} \begin{pmatrix} j & 0 \\ 0 & 1 \end{pmatrix} = J^{-1} \tau^C J
\]

provides a retraction form for \( f \), “the” retraction form related to \( hj \) as a Christoffel transform (cf., §5.3.19). As in §5.3.21, we can use complex integration to determine a fundamental system \( \hat{F}^C : U \to \text{Sl}(2, \mathbb{H}) \) of solutions for the Darboux linear system \( (d + \tau^C) \hat{F} = 0 \) (see §5.4.8): \( \hat{F}^C = J^{-1} \hat{F}^C_\lambda c \), where \( \hat{F}^C_\lambda : U \to \text{Sl}(2, \mathbb{C}) \). Then any Darboux transform \( \hat{f} = \hat{F}^C_\lambda c \), where \( c \in \mathbb{HP}^1 \) is constant. If \( c \) is chosen complex, \( c \in \mathbb{CP}^1 \subset \mathbb{HP}^1 \), then the Darboux transform \( \hat{f} = \left( -j^g \right) \mathbb{H} \) is totally umbilic; if, however, we choose \( c \notin \mathbb{CP}^1 \), then the Darboux transform \( \hat{f} \) will not take values in \( \mathbb{CP}^1 \) and the surface will not be totally umbilic, in general. In fact, we will see later that these “essential” Darboux transforms of a holomorphic function are constant mean curvature 1 surfaces in some hyperbolic space (cf., [153]).

![Fig. 5.5. A Darboux transform of \( f(z) = -jz \)](image)

Let us consider a simple example, \( g(z) = z = h(z) \). The computations done in this example will provide a motivation for those in our next example. Therefore, we will elaborate on these computations quite comprehensively. First note that the (complex) retraction form takes the form

\[
\tau^C_\lambda = \lambda \begin{pmatrix} z & -z^2 \\ 1 & -z \end{pmatrix} dz.
\]
With the ansatz \((a + zb)\) for a solution, the Darboux system simplifies:

\[
0 = \left(\begin{array}{c} a + zb \\ b \end{array}\right) + \tau_{\lambda}^{C} \left(\begin{array}{c} a + zb \\ b \end{array}\right) = \left(\begin{array}{c} 1 \\ 0 \\ 1 \end{array}\right) \left(\begin{array}{c} a' \\ b' \\ \lambda \end{array}\right) \left(\begin{array}{c} a \\ b \end{array}\right).
\]

To solve this system we derive the second-order linear differential equation,

\[
a'' = -b' = \lambda a,
\]

which yields \(a(z) = \cosh \sqrt{\lambda} z\) and \(a(z) = -\frac{1}{\sqrt{\lambda}} \sinh \sqrt{\lambda} z\) as two linearly independent solutions. With \(b = -a'\) we obtain the fundamental system of solutions

\[
\hat{F}_{\lambda}^{C}(z) = \left(\begin{array}{c} \cosh \sqrt{\lambda} z - z\sqrt{\lambda} \sinh \sqrt{\lambda} z \\ -\sqrt{\lambda} \sinh \sqrt{\lambda} z \end{array}\right).
\]

By choosing a complex initial point \((c, 1)\), \(c \in \mathbb{C}\), for the Darboux transformation, we obtain another holomorphic function as the Darboux transform of \(-jz\): For example, choosing \(c = 0\), we find \(\hat{f}(z) = -j(z - \frac{1}{\sqrt{\lambda}} \tanh \sqrt{\lambda} z)\).

If, on the other hand, we choose the initial point not in \(\mathbb{C}P^1\), we obtain a surface of constant mean curvature 1 in the Poincaré half-space model with \(\mathbb{C}j\) as its infinity plane (see §P.1.3): The surface in Figure 5.5 is obtained from \(\hat{F}_{1.33}(\hat{f}_i)\). This surface shows a “typical” behavior of the Darboux transformation: Periodic “bubbles” are added to the original surface along one curvature line, while the rest of the surface is only slightly changed, that is, it is asymptotic to the original surface. We will see in the following example that this intuition may be misleading.

\subsection*{5.4.25 Example.} Surprisingly, the above method for solving Darboux’s linear system in the holomorphic case can also be employed in certain cases of truly quaternionic systems of partial differential equations. In the following example we will recover tori found by H. Bernstein in her thesis [13] (cf., [45] and [207]). Note that the employed method works the same for cylinders of revolution in Euclidean 3-space: In that case, the constant mean curvature “bubbletons” from [259] (cf., [39]) can be recovered when choosing “correct” initial data for the transformation, so that the Darboux transform has constant mean curvature again (see §5.4.15).

Thus, let \(p, q \in (0, 1)\) such that \(p^2 + q^2 = 1\), and consider the corresponding Clifford torus in \(S^3\) along with its Christoffel transform in \(\mathbb{R}^4 = \mathbb{H}\) as the ambient space\(^{44}\):

\[
\hat{f}(x, y) = pe^{\frac{ix}{p}} + qe^{\frac{iy}{p}} j \quad \text{and} \quad \hat{f}^{*}(x, y) = pe^{-\frac{ix}{p}} + qje^{-\frac{iy}{q}}.
\]

\(^{44}\) Note that, in contrast to the codimension 1 case, the Clifford tori in \(S^3 \subset \mathbb{R}^4\) have closed Christoffel transforms (see §5.2.20).
It is easily checked that \( f \) and \( f^* \) indeed form a Christoffel pair by computing
\[
\begin{align*}
  f_x(x, y) &= ie^{\frac{i\pi}{p} x}, & f_x^*(x, y) &= -ie^{-\frac{i\pi}{p} x} \\
  f_y(x, y) &= ie^{\frac{i\pi}{q} y}, & f_y^*(x, y) &= -j e^{-\frac{i\pi}{q} y}
\end{align*}
\]
\[\Rightarrow\]
\[
\begin{align*}
  f_x f_x^* &= 1, \\
  f_y f_y^* &= -1.
\end{align*}
\]

Using the matrix description for our retraction form (cf., (5.14)), the very same ansatz as in the preceding example provides a substantial simplification of the Darboux system: With
\[
\hat{f} = \begin{pmatrix} 1 & f \\ 0 & 1 \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix} \quad \text{and} \quad \tau_{\lambda} = \lambda \begin{pmatrix} df^* & -df^* f \\ d f^* & -df^* f \end{pmatrix}
\]
Darboux’s linear system becomes
\[
0 = \begin{pmatrix} 1 & -f \\ 0 & 1 \end{pmatrix} (d\hat{f} + \tau_{\lambda}\hat{f}) = d \begin{pmatrix} a \\ b \end{pmatrix} + \begin{pmatrix} 0 & df \\ \lambda df & 0 \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix}
\]
or, writing the system in partial derivatives,
\[
\begin{align*}
  a_x &= -ie^{\frac{i\pi}{p}} b, & b_x &= \lambda ie^{-\frac{i\pi}{p}} a, \\
  a_y &= -ie^{\frac{i\pi}{q}} j b, & b_y &= \lambda jie^{-\frac{i\pi}{q}} a.
\end{align*}
\] (5.22)

Just as in the above example, we may now take derivatives and eliminate \( b \) to obtain three second-order partial differential equations:
\[
0 = a_{xx} - \frac{i}{p} a_x - \lambda a, \quad 0 = a_{yy} - \frac{i}{q} a_y + \lambda a, \quad 0 = a_{xy} + \lambda e^{\frac{i\pi}{p} + \frac{i\pi}{q}} ja.
\] (5.23)

Note that two of these equations become complex equations, so that the first two equations determine the function \( a \) as a complex function, up to multiplication by (constant) quaternions from the right — these three equations are quaternionic linear: A function \( a \) that solves the first two equations must be a linear combination of the four functions \( e^{\alpha^\pm x + \beta^\pm y} \), where \( \alpha^\pm \) and \( \beta^\pm \) denote the roots of the two second-order equations of one variable,
\[
\begin{align*}
  \alpha^\pm &= \frac{i}{2p} \left( 1 \pm \sqrt{1 - 4p^2\lambda} \right) \quad \text{and} \quad \beta^\pm &= \frac{i}{2q} \left( 1 \pm \sqrt{1 + 4q^2\lambda} \right).
\end{align*}
\]

If we are interested in doubly periodic Darboux transforms, we may restrict ourselves to the cases where \( \alpha^\pm, \beta^\pm \in i\mathbb{R} \), that is, \( \lambda \in \left(-\frac{1}{4q^2}, \frac{1}{4p^2}\right) \). With this assumption we have \( je^{\alpha^\pm x} = e^{-\alpha^\pm x} j \) and \( e^{\frac{i\pi}{p}} je^{\alpha^\pm x} = e^{\alpha^\pm x} j \), and similarly for \( e^{\beta^\pm y} \). Then the third equation in (5.23) provides a relation between solutions with opposite sign configurations — hence there are two solutions to all three equations (5.23):
\[
\begin{align*}
  a_1(x, y) &= \alpha^-\beta^- e^{\alpha^+ x + \beta^+ y} - \lambda e^{\alpha^- x + \beta^- y} j, \\
  a_2(x, y) &= \alpha^-\beta^+ e^{\alpha^+ x + \beta^- y} - \lambda e^{\alpha^- x + \beta^+ y} j.
\end{align*}
\]
Fig. 5.6. A Darboux transform of a Clifford torus
Finally, going back to (5.22), we determine the corresponding second components for our solutions: Take $b_i = i e^{-i x} (a_i)_x$ and divide by $-\lambda = \alpha^+ \alpha^-$ to obtain
\[
\begin{pmatrix} a^+ \\ b^+ \end{pmatrix} = \beta^\mp e^{\beta^\pm y} \begin{pmatrix} \frac{1}{\alpha^+} e^{\alpha^+ x} \\ i e^{-\alpha^- x} \end{pmatrix} + e^{\beta^y} \begin{pmatrix} e^{\alpha^- x} \\ i \alpha^- e^{-\alpha^+ x} \end{pmatrix}. j.
\]
A fundamental system of solutions is then provided by
\[
\hat{F}_\lambda = \begin{pmatrix} 1 & f \\ 0 & 1 \end{pmatrix} \begin{pmatrix} a^+ & a^- \\ b^+ & b^- \end{pmatrix},
\]
and a Darboux transform is, in affine coordinates, obtained by
\[
\hat{f} = f + (a^+ c^+ + a^- c^-)(b^+ c^+ + b^- c^-)^{-1},
\]
where $c^\pm \in \mathbb{H}$ are arbitrary constants. If we happen to choose these constants so that $\hat{f}(x_0, y_0) \in S^3$ for some point, then the Darboux transform $\hat{f}$ takes values in $S^3$ (see §5.4.16).

Note that $\hat{f}$ becomes (doubly) periodic under certain rationality conditions:
\[
\begin{align*}
\sqrt{1 - 4 \lambda p^2} &= \frac{m_p}{n_p}, \\
\sqrt{1 + 4 \lambda q^2} &= \frac{m_q}{n_q}
\end{align*}
\Rightarrow \begin{cases} 
\hat{F}_\lambda(x + 2\pi p \cdot n_p, y) = \pm \hat{F}_\lambda(x, y) \\
\hat{F}_\lambda(x, y + 2\pi p \cdot n_q) = \pm \hat{F}_\lambda(x, y),
\end{cases}
\]
so that $\hat{f}(x + 2\pi p \cdot n_p, y + 2\pi p \cdot n_q) = \hat{f}(x, y)$. Note that this computation only provides the maximum periods — if, for example, $m_p$ and $n_p$ are both odd, then the $x$-period in (5.24) halves. To consider an explicit example, let
\[
\sqrt{1 - 4 \lambda p^2} = \frac{2}{3} \quad \text{and} \quad \sqrt{1 + 4 \lambda q^2} = \frac{4}{3}.
\]
Then $4\lambda = \left(\frac{4}{3}\right)^2 - \left(\frac{2}{3}\right)^2 = \frac{4}{9}$, $p^2 = \frac{5}{12}$, and $q^2 = \frac{7}{12}$, and any corresponding Darboux transform has periods $3\pi \sqrt{\frac{5}{3}}$ and $3\pi \sqrt{\frac{7}{3}}$ in the $x$- and $y$-directions, respectively. Thus $\hat{f}$ will be a 9-fold cover of the original Clifford torus $f$ with periods $\pi \sqrt{\frac{5}{3}}$ and $\pi \sqrt{\frac{7}{3}}$ (see Figure 5.6).

5.5 Calapso’s transformation

Finally we turn to the $T$-transformation\footnote{Bianchi called this transformation the “$T$-transformation.” To give credit to P. Calapso’s contributions to the theory of isothermic surfaces, we will use the name “Calapso transformation,” but we will use “$T$-transformation” for abbreviation in order to avoid conflict with the “$C$”- (Christoffel) transformation.} for isothermic surfaces that was independently discovered by L. Bianchi [21], [20] and P. Calapso [53], [55]
This transformation plays a key role in the theory of isothermic surfaces, as later developments will show: The existence of Calapso’s transformation is responsible for the fact that isothermic surfaces are (the only second-order) nonrigid surfaces in Möbius geometry, as was pointed out by É. Cartan [62] and E. Musso [203]; moreover, this transformation gives the “spectral transformation” that we briefly touched on in §3.3.5 and that naturally comes with the integrable systems description of isothermic surfaces in terms of “curved flats” [112] (see [46]).

5.5.1 First remember that any isothermic surface \( f : M^2 \rightarrow \mathbb{H}P^1 \) has a 1-parameter family \( (\tau_\lambda)_{\lambda \in \mathbb{R}} \) of closed retraction forms \( \tau_\lambda = \lambda \tau_1 \). We already discussed in §5.4.7, in the context of the Darboux transformation, that each \( \tau_\lambda \) satisfies the Maurer-Cartan equation: Because \( \tau_\lambda \) is assumed to be closed, the Maurer-Cartan equation reduces to \( [\tau_\lambda \wedge \tau_\lambda] = 0 \), which holds since \( \tau_\lambda \) is a retraction form, \( \text{im} \tau_\lambda = \ker \tau_\lambda = f \). Hence each \( \tau_\lambda : TM \rightarrow \mathfrak{sl}(2, \mathbb{H}) \) can, at least locally, be integrated to provide a map \( T_\lambda : M \supset U \rightarrow \text{Sl}(2, \mathbb{H}) \).

Thus we will obtain Calapso’s transformation by integrating \( \tau_\lambda \) into the group instead of the algebra,\(^{46}\) as we did in §5.3.17 for the “master” Christoffel transformation \( \mathfrak{F}^* \) of \( f \):

\[
dT_\lambda = T_\lambda \tau_\lambda \quad (5.25)
\]

is called a Calapso transformation, or \( T \)-transformation, for \( f \).

The surfaces \( f_\lambda := T_\lambda f \) are called the \( T_\lambda \)-transforms of \( f \).

5.5.2 Definition. Let \( f : M^2 \rightarrow \mathbb{H}P^1 \) be an isothermic surface with closed retraction forms \( \tau_\lambda : TM^2 \rightarrow \mathfrak{sl}(2, \mathbb{H}) \). A solution\(^ {47} \) \( T_\lambda : M^2 \rightarrow \text{Sl}(2, \mathbb{H}) \) of

\[
dT_\lambda = T_\lambda \tau_\lambda
\]

is called a Calapso transformation, or \( T \)-transformation, for \( f \).

The surfaces \( f_\lambda := T_\lambda f \) are called the \( T_\lambda \)-transforms of \( f \).

5.5.3 Note that the differential equation that has to be solved to obtain the Calapso transformation \( T_\lambda \) of an isothermic surface \( f \) is equivalent to the system that has to be solved to obtain its Darboux transformations (see §5.4.8):

\[
dT_\lambda = T_\lambda \tau_\lambda \iff d(T_\lambda^{-1}) + \tau_\lambda T_\lambda^{-1} = 0.
\]

Thus, given a Calapso transformation \( T_\lambda \) for an isothermic surface \( f \), the Darboux transformations of \( f \) are given by \( \hat{f} = T_\lambda^{-1} c \), where \( c \in \mathbb{H}P^1 \) is some (constant) point; and conversely, if we already know a fundamental system \( (\hat{f}_1, \hat{f}_2) \) for Darboux’s linear system \( d\hat{f} + \tau_\lambda \hat{f} = 0 \) for some \( \lambda \), then the Calapso transformation \( T_\lambda \) of \( f \) can be derived by solely algebraic activities.

\(^{46}\) The retraction form (5.14) of an isothermic surface always takes values in \( \mathfrak{sl}(2, \mathbb{H}) \), since the real part of a quaternionic product is symmetric so that \( \text{Re} (\hat{d} \hat{f}^*) = \text{Re} (d \hat{f}^* f) \).

\(^{47}\) As for the Darboux transformation, we assume global existence of a solution: A \( T \)-transform for an isothermic surface may consequently exist only after restriction to a simply connected domain.
5.5.4 A second formal observation is that the “master Christoffel transform” $\tilde{\gamma}^*$ from §5.3.17 can be obtained from the family $(T_\lambda)_{\lambda \in \mathbb{R}}$ of $T$-transforms associated with an isothermic surface $f$ by Sym’s formula:

$$\tilde{\gamma}^* = (T_\lambda^{-1} \frac{\partial}{\partial \lambda} T_\lambda)_{\lambda = 0}.$$ 

Namely, $d(T_\lambda^{-1} \frac{\partial}{\partial \lambda} T_\lambda) = \frac{\partial}{\partial \lambda} \tau_\lambda + [T_\lambda^{-1} \frac{\partial}{\partial \lambda} T_\lambda, \tau_\lambda] = \tau_1 + [T_\lambda^{-1} \frac{\partial}{\partial \lambda} T_\lambda, \tau_\lambda]$; since $\tau_0 = 0$, the second term vanishes for $\lambda = 0$, and we have proved the claim.

5.5.5 Obviously, the $T_\lambda$-transforms $f_\lambda$ of an isothermic surface $f$ are only well defined up to Möbius transformation: The differential equation (5.25) determines $T_\lambda$ uniquely up to postcomposition with a (constant) Möbius transformation.

On the other hand, any Möbius transform $\mu(f)$ of $f$ yields $\mu \circ \tau_\lambda \circ \mu^{-1}$ for the retraction forms $\tau_\lambda$ of $f$. For $T_\lambda$ this is precomposition by $\mu^{-1}$, so that the $T_\lambda$-transforms $f_\lambda = (T_\lambda \circ \mu^{-1})(\mu f)$ of $f$ remain unchanged.

In this sense:

5.5.6 Lemma. The Calapso transformation is a well defined transformation for Möbius equivalence classes of isothermic surfaces.

5.5.7 In this lemma we already anticipated the fact that the $T_\lambda$-transforms $f_\lambda$ of an isothermic surface are isothermic — to prove this fact we will determine closed retraction forms for $f_\lambda$: Then it follows from §5.3.19 that the $f_\lambda$’s are isothermic. Thus, define $\tau^\lambda := T_\lambda \tau_1 T_\lambda^{-1}$. Clearly, $\tau^\lambda$ is a retraction form for $f_\lambda$ since

$$\text{im } \tau^\lambda = T_\lambda \text{im } \tau_1 = f_\lambda \text{ and } \ker \tau^\lambda = T_\lambda \ker \tau_1 = f_\lambda.$$ 

Moreover, $d\tau^\lambda = 0$ since $d\tau_1 = 0$ and $[\tau_1 \wedge \tau_1] = 0$. Hence we have proved

5.5.8 Lemma. The $T_\lambda$-transforms $f_\lambda = T_\lambda f$ of an isothermic surface $f$ are isothermic with retraction forms

$$\tau^\lambda = T_\lambda \tau_1 T_\lambda^{-1}. \quad (5.26)$$

5.5.9 From (5.26) we can now deduce the behavior of iterated Calapso transformations: Let $f_\lambda = T_\lambda f$ be the $T_\lambda$-transform of an isothermic surface $f$, and let $f^\lambda_\mu = T^\lambda_\mu f_\lambda$ denote the $T^\lambda_\mu$-transform of $f_\lambda$. Then $f^\lambda_\mu = T^\lambda_\mu T_\lambda f$. With (5.26) we compute

$$d(T^\lambda_\mu T_\lambda) = T^\lambda_\mu \mu \tau^\lambda T_\lambda + T^\lambda_\mu T_\lambda \lambda \tau_1 = (T^\lambda_\mu T_\lambda) (\lambda + \mu) \tau_1 = (T^\lambda_\mu T_\lambda) \tau_{\lambda+\mu}.$$ 

Therefore, $T^\lambda_\mu T_\lambda = T_{\lambda+\mu}$, up to postcomposition with a Möbius transformation.
In this sense, the $T$-transformations $T_\lambda$ of a given isothermic surface $f$ form a 1-parameter group — when fixing the scaling of the closed retraction forms of $f_\lambda$ as in (5.26).

In particular, $T_\lambda^{-1}$ yields the “inverse” $T$-transformation, that is, $f_\lambda^\lambda$ is Möbius equivalent to the original surface $f$.

5.5.10 Next we want to verify that Calapso’s transformation indeed provides a “second-order deformation” for isothermic surfaces; that is, at any point $p_0 \in M^2$, the surfaces $f_\lambda = T_\lambda f$ and $T_\lambda(p_0) \cdot f$ have second-order contact. To give a low technology proof of this statement we write both immersions in affine coordinates and show that their second-order Taylor expansions coincide. Thus, let

$$f = v_0 + v_\infty f$$

and

$$f_\lambda = T_\lambda f = (v_0 + v_\infty f_\lambda)a$$

with a suitable function $a : M^2 \to \mathbb{H}$. To simplify computations, we assume that $T_\lambda(p_0) = id$, so that $a(p_0) = 1$, where $p_0 \in M$ is the point where we intend to check second-order contact. Clearly, $f_\lambda(p_0) = f(p_0)$, so that the surfaces have zeroth-order contact. Denoting by $\partial_i$, $i = 1, 2$, some coordinate vector fields on $M$ we find

$$v_\infty(\partial_j f_\lambda) a + (v_0 + v_\infty f_\lambda) \partial_j a = \partial_j T_\lambda f = T_\lambda(\tau_\lambda(\partial_j)f + \partial_j f) = T_\lambda v_\infty \partial_j f.$$

Comparing components at $p_0$ yields $\partial_j a(p_0) = 0$ and $\partial_j f_\lambda(p_0) = \partial_j f(p_0)$, that is, $f$ and $f_\lambda$ have first-order contact at $p_0$. Taking, on the other hand, one more derivative, we obtain

$$v_\infty(\partial_i \partial_j f_\lambda) a + \partial_i f_\lambda \partial_j a + \partial_j f_\lambda \partial_i a) + (v_0 + v_\infty f_\lambda) \partial_i \partial_j a = T_\lambda(\tau_\lambda(\partial_i)v_\infty \partial_j f + v_\infty \partial_i \partial_j f)$$

$$= T_\lambda((v_0 + v_\infty f) \partial_i f^* \partial_j f + v_\infty \partial_i \partial_j f),$$

where we used (5.14), $\tau_\lambda = \lambda(v_0 + v_\infty f) df^*(v_0 - f v_\infty)$, with the Christoffel transform $f^*$ of $f$. Since $\partial_j a(p_0) = 0$, evaluation at $p_0$ and comparing coefficients now gives $\partial_i \partial_j f_\lambda(p_0) = \partial_i \partial_j f(p_0)$, as desired: We have second-order contact.

5.5.11 Theorem. The $T$-transforms $f_\lambda$ of an isothermic surface $f$ are second-order deformations of $f$; that is, for any given point $p_0 \in M$, the surfaces $f_\lambda = T_\lambda f$ and $T_\lambda(p_0) \cdot f$ have second-order contact.

5.5.12 As a consequence, Calapso’s transformation preserves all first- and second-order invariants of an isothermic surface.\(^{48}\)

\(^{48}\) There is an interesting relation with deformable surfaces in projective geometry and their corresponding transformation; see [56] and [58].
This observation is the key to the converse of our theorem, as it is proved by É. Cartan [62], E. Musso [203], or, more recently, by F. Burstall, F. Pedit and U. Pinkall [48]: In all cases, the authors prove that a surface in the conformal 3-sphere is uniquely determined by certain second-order invariants, unless it is isothermic. In [62] and [203], these invariants are given as functions in the connection form of a (Möbius invariantly) adapted frame; geometrically, these invariants comprise information about the curvature directions of the surface and the induced metric of its central sphere congruence (conformal Gauss map: Remember that the central sphere congruence is the unique enveloped sphere congruence with induced metric in the conformal class induced by the surface; see §3.4.8); in particular, the Calapso potential that we defined in §5.1.12 turns up (cf., [204], see also [246]). In [48] these invariants are replaced by one object, the conformal Hopf differential of the surface: Remember from §5.1.10 that this object can be obtained by suitably normalizing the Hopf differential, as the name indicates.

Here we skip this theorem and just note, for later reference, that:

5.5.13 Corollary. The Calapso transformation preserves all first- and second-order invariants of an isothermic surface. In particular, it preserves the induced conformal structure and the curvature lines.

5.5.14 Another way to describe first-order contact is by using an enveloped sphere congruence. Thus, let $S : M^2 \to \mathcal{S}(\mathbb{H}^2)$ denote a 2-sphere congruence that is enveloped by our isothermic surface $f : M^2 \to \mathbb{H}P^1$, that is, by §4.8.15 we have

$$S \cdot f \parallel f \quad \text{and} \quad dS \cdot f \parallel f.$$

Of course, at a given point $p_0 \in M$, the sphere $(T_\lambda ST_\lambda^{-1})(p_0)$ will then touch the surface $T_\lambda(p_0)f$ at $(T_\lambda f)(p_0)$ — on the other hand, it is easy to show that the transformed sphere congruence

$$S_\lambda := T_\lambda ST_\lambda^{-1} : M^2 \to \mathcal{S}(\mathbb{H}^2)$$

will envelope the $T_\lambda$-transform $f_\lambda = T_\lambda f$ of $f$: First note that $S_\lambda^2 = -id$, so that $S_\lambda$ indeed takes values in $\mathcal{S}(\mathbb{H}^2)$ and therefore defines a sphere congruence; further, because $f$ is an eigendirection of $S$ and is annihilated by $\tau_\lambda$, we compute

$$S_\lambda f_\lambda = T_\lambda Sf \parallel f_\lambda \quad \text{and} \quad dS_\lambda f_\lambda = T_\lambda (dS + [\tau_\lambda, S])f = T_\lambda dSf \parallel f_\lambda,$$

which proves the claim.

5.5.15 In the codimension 1 case we can do even better: We will show directly that the $T_\lambda$-transformed principal and central sphere congruences
$S_\lambda$ are the principal and central sphere congruences, respectively, for the Calapso transforms $f_\lambda$ of $f$.

To work with affine coordinates we choose a basis $(v_\infty, v_0)$ of $H^2$ so that the ambient (hyper)sphere $S^3 \in \mathfrak{h}(H^2)$ is given by $S^3(v_i, v_i) = 0$, $i = 0, \infty$, and $S^3(v_0, v_\infty) = 1$, as usual. Then our isothermic surface $f = v_0 + v_\infty \mathfrak{f}$ with an Im $H$-valued immersion $\mathfrak{f}$. From (5.14), the retraction forms

$$\tau_\lambda = \lambda(v_0 + v_\infty \mathfrak{f}) d\mathfrak{f}^*(v_0 - \mathfrak{f} v_\infty),$$

where $\mathfrak{f}^*$ denotes the Christoffel transform of $\mathfrak{f}$. Since $\tau_\lambda$ is skew-symmetric with respect to $S^3$, we find that

$$d(T_\lambda S^3) = -S^3(\tau_\lambda T_\lambda^{-1}, T_\lambda^{-1}) - S^3(T_\lambda^{-1}, \tau_\lambda T_\lambda^{-1}) = 0,$$

and, by an appropriate choice of initial condition, we can achieve $T_\lambda S^3 \equiv S^3$, that is, $T_\lambda : M^2 \to \text{M"{o}b}(S^3)$. Hence

$$S^3(f_\lambda, f_\lambda) = (T_\lambda^{-1} S^3)(f, f) \equiv 0,$$

showing that $f_\lambda = T_\lambda f$ also takes values in $S^3$ (cf., §4.3.12).

5.5.16 Lemma. If an isothermic surface $f : M^2 \to S^3$ takes values in a 3-sphere, then, up to a M"{o}bius transformation, each $T_\lambda : M^2 \to \text{M"{o}b}(S^3)$ and the $T_\lambda$-transforms $f_\lambda = T_\lambda f$ of $f$ also take values in $S^3$.

5.5.17 Now let $n : M^2 \to S^2$ denote a unit normal field of our codimension 1 isothermic surface. By using the representation §4.3.10 of (hyper)spheres in terms of affine coordinates, where we write the center $m = f + \frac{1}{a} n$ and replace the radius $r = \frac{1}{a}$ by the inverse of the curvature $a$ of the sphere, we have, for any 2-sphere congruence $S$ enveloped by $f$,

$$\mathcal{J}S^3 = \begin{pmatrix} a & -(n + a \mathfrak{f}) \\ n + a \mathfrak{f} & -(fn + nf + a \mathfrak{f}^2) \end{pmatrix} \leftrightarrow S = \begin{pmatrix} n + a \mathfrak{f} & -(fn + nf + a \mathfrak{f}^2) \\ a & -(n + a \mathfrak{f}) \end{pmatrix}$$

from (4.22). On the other hand, by writing our retraction form in matrix form,

$$\tau_\lambda = \lambda \begin{pmatrix} df^* & -df^* \mathfrak{f} \\ df^* & -df^* \mathfrak{f} \end{pmatrix},$$

we obtain

$$[\tau_\lambda, S] = \lambda \begin{pmatrix} f(df^* n + ndf^*) & -(df^* n + ndf^*) \mathfrak{f} \\ (df^* n + ndf^*) & -(df^* n + ndf^*) \mathfrak{f} \end{pmatrix} = 0.$$

Hence $dS_\lambda = T_\lambda dST_\lambda^{-1}$. As a consequence, employing $T_\lambda S^3 \equiv S^3$,

$$d(\mathcal{J}_\lambda S^3) = S^3(., dS_\lambda.) = (T_\lambda S^3)(., dS_\lambda.) = S^3(T_\lambda^{-1} ., dST_\lambda^{-1} .) = T_\lambda d(\mathcal{J}S^3).$$
Since the action (4.5) of $\text{M"ob}(S^3) \subset S\text{i}(2,\mathbb{H})$ on $S_f(\mathbb{H}^2)$ is by isometries with respect to the Minkowski product (4.1) on $S_f(\mathbb{H}^2)$, the metrics induced by $S$ and $S_\lambda$ coincide,

$$|d(J_\lambda S^3)|^2 = |d(JS^3)|^2 = -(dn + a df)^2.$$ 

From §1.7.10f we know that a sphere congruence is a curvature sphere congruence of $f$ if and only if its induced metric degenerates — because $S$ and $S_\lambda$ induce the same metrics we learn that the Calapso transformation preserves the curvature sphere congruences of $f$.

Equally, we know from §3.4.8 that the central sphere congruence (conformal Gauss map) of $f$ can be characterized by the fact that its induced metric is in the conformal structure induced by $f$ — again, this is preserved by Calapso’s transformation.

Thus, besides an alternative proof for the fact that Calapso’s transformation preserves the conformal class as well as the curvature lines of an isothermic surface as stated in §5.5.13, we obtain

**5.5.18 Lemma.** Let $f : M^2 \rightarrow S^3$ be a codimension 1 isothermic surface with conformal Gauss map $Z : M^2 \rightarrow S(\mathbb{H}^2)$. Then $Z_\lambda = T_\lambda Z T_\lambda^{-1}$ are the conformal Gauss maps of its $T$-transforms $f_\lambda = T_\lambda f$, and all $Z_\lambda$’s induce the same metric.

**5.5.19** In order to derive the relation of Calapso’s transformation with the spectral transformation for Darboux pairs of isothermic surfaces from §3.3.5, we first observe the effect of a change

$$T_\lambda \rightarrow F_\lambda := T_\lambda F_0,$$

where $F_0 := \begin{pmatrix} 1 & f \\ 0 & 1 \end{pmatrix}$ (5.27)

denotes the Euclidean frame of an isothermic surface $f$ with respect to some choice of basis $(v_0, v_\infty)$ of $\mathbb{H}^2$, on the differential equation characterizing the Calapso transformation:

$$dF_\lambda = d(T_\lambda F_0^{-1}) = F_\lambda (F_0^{-1} \tau_\lambda F_0 + F_0^{-1} dF_0) =: F_\lambda \Phi_\lambda.$$

Writing the retraction form $\tau_\lambda$, according to (5.14), in matrix form, we find

$$\Phi_\lambda = \begin{pmatrix} 0 & df \\ \lambda df^* & 0 \end{pmatrix}$$

with the Christoffel transform $f^*$ of $f$. Note that, for positive $\lambda = \mu^2$, this connection form is gauge equivalent to the quaternionic version of the connection form (3.1) that defined the spectral transformation in §3.3.5:

$$\begin{pmatrix} 0 & df \\ \mu^2 df^* & 0 \end{pmatrix} = \begin{pmatrix} 1/\sqrt{\mu} & 0 \mu df \\ 0 & 1/\sqrt{\mu} \end{pmatrix}.$$
Otherwise said, if we let $\mathfrak{P} = SL(2, \mathbb{H})/K_{\infty,0}$ denote the homogeneous space of point pairs as in §4.5.3, then $F_\lambda : M^2 \to SL(2, \mathbb{H})$ defines an adapted frame for a curved flat $\gamma_\mu : M^2 \to \mathfrak{P}$. Namely, $\Phi_\lambda : TM \to p_{\infty,0}$ takes values in the tangent space $p_{\infty,0} = T(\infty,0)\mathfrak{P}$ of the homogeneous space, so that its isotropy part $\Phi_\iota$ vanishes identically and it clearly satisfies the curved flat conditions from §2.2.3:

$$d\Phi_\lambda + \frac{1}{2}[\Phi_\lambda \wedge \Phi_\lambda] = 0 \quad \text{and} \quad [\Phi_\iota \wedge \Phi_\iota] = 0.$$ 

Thus, as in §3.3.1, we obtain a curved flat inserted into the space of point pairs. If, on the other hand, $\lambda = -\mu^2$, then we may compensate for the sign by interchanging the roles of the curvature directions in (5.3), that is, by replacing our conformal curvature line coordinates $z = x + iy$ by $iz = -y + ix$ if we want to keep the orientation. In this way the Christoffel transform $f^*$ is replaced by $-f^*$. Then the same argument as before applies to see that we obtain a curved flat $\gamma_{i\mu} : M^2 \to \mathfrak{P}$ into the space of point pairs.$^{49)}$

In the current setup it is now straightforward to derive similar properties for these curved flats as in the classical case (cf., §3.3.5):

**5.5.20 Theorem.** Let $f : M^2 \to \mathbb{H}P^1$ be an isothermic surface with Calapso transformations $T_\lambda : M^2 \to SL(2, \mathbb{H})$, and let $F_\lambda := T_\lambda F_0$, where $F_0$ is the Euclidean frame of $f$ with respect to some basis $(v_\infty, v_0)$ of $\mathbb{H}^2$, as in (5.27). Then the $F_\lambda$ frame a family of curved flats $\gamma_{\sqrt{\lambda}} : M^2 \to \mathfrak{P}$ into the space of point pairs. For each $F_\lambda$, its two legs

$$f_\lambda := F_\lambda v_0 \mathbb{H} \quad \text{and} \quad \hat{f}_\lambda := F_\lambda v_\infty \mathbb{H}$$

are the $T_\lambda$-transforms of $f = v_0 + v_\infty f$ and $v_0 + v_\infty f^*$, respectively, and each $(\hat{f}_\lambda, f_\lambda)$ forms a $D_{-\lambda}$-pair.

**5.5.21 Proof.** We have just seen that $F_\lambda : M^2 \to SL(2, \mathbb{H})$ are frames for a family of curved flats $\gamma_{\sqrt{\lambda}} : M^2 \to \mathfrak{P}$.

To verify that its two legs are $T_\lambda$-transforms of $f$ and $\lambda f^*$, respectively, first note that, by construction, $f_\lambda = T_\lambda F_0 v_0 = T_\lambda f$ are the $T_\lambda$-transforms of $f$. On the other hand, $\frac{1}{\sqrt{\lambda}} f = (\lambda f^*)^*$ is the (properly scaled) Christoffel transform of $\lambda f^*$ since the Christoffel transformation is involutive by §5.2.4, so that, by the symmetry of (5.28) in $f = \lambda (\frac{1}{\sqrt{\lambda}} f)$ and $\lambda f^*$, $\hat{f}_\lambda$ is the $T_\lambda$-transform of $v_0 + v_\infty (\lambda f^*) \simeq v_0 + v_\infty f^*$: Remember that the $T_\lambda$-transform is the same for Möbius equivalent isothermic surfaces (see §5.5.6).

$^{49)}$ In fact, replacing $\Phi_\lambda = \Phi_\iota + \mu \Phi_\iota$ by $\Phi_\lambda = \Phi_\iota + i\mu \Phi_\iota$ places the curved flat in the dual symmetric space $\mathfrak{P}^*$ of the space $\mathfrak{P}$ of point pairs, which is associated to the Cartan decomposition $\mathfrak{g}^* = \mathfrak{t} \oplus i\mathfrak{p} \subset \mathfrak{g}^{\mathbb{C}}$ (see [140]). But the space of point pairs is self-dual: Multiplication by $i$ preserves the condition of being a Minkowski 2-plane in $\mathbb{C}^5$ equipped with the bilinearly extended Minkowski product (compare [47]). I am grateful to F. Burstall for pointing out this observation to me.
To verify the statement about the Darboux pair property of the two legs of our curved flat, we employ the retraction form of $f_\lambda$ as it is given in §5.5.8: With this
\[
d(F_\lambda v_\infty) + \tau^-_\lambda(F_\lambda v_\infty) = dT_\lambda v_\infty - \lambda T_\lambda \tau_1 v_\infty = 0,
\]
since the Euclidean frame has $v_\infty$ as an eigenvector, $F_0 v_\infty = v_\infty$. $\triangleright$

5.5.22 Another interesting way to prove that $\hat{f}_\lambda$ is the Calapso transform of $v_0 + v_\infty f^*$ is by determining $T^*_\lambda$. Define
\[
T^*_\lambda := T_\lambda \cdot (v_\infty v_\infty + \lambda (v_0 + v_\infty f)(v_0 - f^* v_\infty));
\]
using (5.14), it is straightforward to verify that $T^*_\lambda$ integrates $\tau^*_\lambda$:
\[
dT^*_\lambda - T^*_\lambda \tau^*_\lambda = T_\lambda \{\tau_\lambda v_\infty v_\infty + \lambda v_\infty df(v_0 - f^* v_\infty) - \lambda (v_0 + v_\infty f) df^* v_\infty - v_\infty v_\infty \tau^*_\lambda\} = 0.
\]
Then $T^*_\lambda(v_0 + v_\infty f^*) = T_\lambda v_\infty = F_\lambda v_\infty = \hat{f}_\lambda$, which proves the claim.

5.5.23 By using, from §5.3.19, that the existence of a closed retraction form for a surface $f : M^2 \to \mathbb{H}P^1$ ensures that $f$ is isothermic, one can derive the converse of the theorem in §5.5.20: Any curved flat $\gamma : M^2 \to \mathbb{P}$ into the space of point pairs is a Darboux pair of isothermic surfaces, and the corresponding associated family provides Calapso transformations.

The proof shall be left to the reader as an exercise. Just note that, using a parallel frame $F$ for the curved flat and the characterization of Christoffel pairs from §5.2.6, allows us to extract the derivatives of the "limiting" Christoffel pair (cf., §3.3.8) from its connection form, as in (5.28) (compare §5.4.19).

5.5.24 The form of the connection form (5.28) of the curved flat frame $F_\lambda$ indicates how to determine the Calapso transformation from any adapted frame of an isothermic surface: Suppose $F : M^2 \to Sl(2, \mathbb{H})$ denotes an adapted frame for an isothermic surface $f : M^2 \to \mathbb{H}P^1$, that is, $f = Fv_0 H$ with some basis $(v_\infty, v_0)$ of $\mathbb{H}^2$, and let $\Phi = \begin{pmatrix} \hat{\varphi} & \hat{\psi} \\ \hat{\psi} & \varphi \end{pmatrix}$ denote its connection form (cf., (4.10)). If $F$ was a Euclidean frame for $f$, that is, $\varphi = \hat{\varphi} = \hat{\psi} = 0$ and $\psi = df$ with $f = (v_0 + v_\infty f) H$, then we could

\[50\] Compare [148] for an utterly complicated but direct proof.
just apply Christoffel’s formula (5.3) to define the connection forms \( \Phi_\lambda \) as in (5.28).

On the other hand, any adapted frame for \( f \) can be obtained from such a Euclidean frame by the kind of gauge transformation \( F \to \tilde{F} \) that we discussed in Section 4.6. We computed the effect of such a gauge transformation on the connection form in (4.14):

\[
\Phi \to \tilde{\Phi} = \left( \begin{array}{ccc}
\hat{a}^{-1} \hat{\psi} \hat{a} + \ldots & \ldots \\
\hat{a}^{-1} \hat{\psi} \hat{a} + \ldots & \ldots \\
\end{array} \right).
\]

The key observation is that \( \hat{\psi} \) only appears once and changes in the “opposite” way than \( \psi \) does. Hence the (algebraic) activity of replacing \( \hat{\psi} \) by \( \hat{\psi} + \lambda \psi^* \), where

\[
\psi^* := (\psi(\frac{\partial}{\partial x}))^{-1} dx - (\psi(\frac{\partial}{\partial y}))^{-1} dy
\]

is given in terms of conformal curvature line parameters \((x, y)\) of \( f \) by an analog of Christoffel’s formula (5.3), “commutes” with the gauge transformation.

As a consequence we have proved the first part of the following

**5.5.25 Lemma.** Let \( F = F_0 : M^2 \to SL(2, \mathbb{H}) \) be an adapted frame for an isothermic surface \( f = Fv_0 \mathbb{H} : M^2 \to \mathbb{HP}^1 \) with connection form \( \Phi = \Phi_0 \). Then

\[
\Phi_\lambda := \left( \begin{array}{cc}
\hat{\varphi} & \psi \\
\hat{\psi} + \lambda \psi^* & \varphi \\
\end{array} \right), \quad \text{where} \quad \psi^* := (\psi(\frac{\partial}{\partial x}))^{-1} dx - (\psi(\frac{\partial}{\partial y}))^{-1} dy
\]

in terms of conformal curvature line parameters \((x, y) : M^2 \to \mathbb{R}^2\), defines a family of integrable connection forms, \( dF_\lambda = F_\lambda \Phi_\lambda \), so that \( f_\lambda := F_\lambda v_0 \mathbb{H} \) are the \( T_\lambda \)-transforms of \( f \).

Moreover, \( T_\lambda = F_\lambda F_0^{-1} \) are the Calapso transformations for \( f \).

**5.5.26 Proof.** It remains to show that \( T_\lambda = F_\lambda F_0^{-1} \). To verify this fact we show that the connection form

\[
d(F_\lambda F_0^{-1}) = (F_\lambda F_0^{-1}) \cdot F_0(\Phi_\lambda - \Phi_0) F_0^{-1} =: (F_\lambda F_0^{-1}) \cdot \lambda F_0 \Psi^* F_0^{-1}
\]

of \( F_\lambda F_0^{-1} \) is a\(^{51} \) closed retraction form of \( f \). It is easy to show that \( F_0 \Psi^* F_0^{-1} \) is a retraction form of \( f \): Since \( f = Fv_0 \mathbb{H} \) and \( \text{im} \Psi^* = \ker \Psi^* = v_0 \mathbb{H} \), we

\(^{51}\) The scaling of the parameter is taken care of by the fact that \( f_\lambda = F_\lambda v_0 \mathbb{H} \) is the \( T_\lambda \)-transform of \( f \); note that \( \Psi^* \) is independent of \( \lambda \).
clearly have \( \text{im}(F_0 \Psi^* F_0^{-1}) = \ker(F_0 \Psi^* F_0^{-1}) = f \mathbb{H} \). It remains to show closeness,

\[
d(F_0 \Psi^* F_0^{-1}) = F_0(d \Psi^* + \Phi_0 \wedge \Psi^* + \Psi^* \wedge \Phi_0) F_0^{-1} = 0.
\]

But this follows directly from the integrability of \( \Phi_\lambda \), for all \( \lambda \), and the fact that \( \Psi^* = \Phi_1 - \Phi_0 \) is nilpotent, \( \Psi^* \circ \Psi^* = 0 \):

\[
0 = \left\{ d \Phi_1 + \Phi_1 \wedge \Phi_1 \right\} - \left\{ d \Phi_0 + \Phi_0 \wedge \Phi_0 \right\} - (\Phi_1 - \Phi_0) \wedge (\Phi_1 - \Phi_0)\]
\[
= d(\Phi_1 - \Phi_0) + (\Phi_1 - \Phi_0) \wedge \Phi_0 + \Phi_0 \wedge (\Phi_1 - \Phi_0).
\]

Thus \( \tau_\lambda = \lambda F_0 \Psi^* F_0^{-1} \) is a closed retraction form of \( f \) and, because \( F_\lambda F_0^{-1} \) integrates \( \tau_\lambda \), it qualifies as the \( T_\lambda \)-transformation for \( f \). \( \triangleright \)

5.5.27 Example. We resume our discussions from §5.2.11, §5.3.21, and §5.4.24. Thus we consider \( f = (-j^g) \mathbb{H} : \mathbb{C} \supset U \rightarrow \mathbb{H} \mathbb{P}^1 \), where \( g \) is a holomorphic (or meromorphic) function, as a totally umbilic isothermic surface. Coupling \( g \) with another holomorphic function \( h \) as a Christoffel partner, \( f = -j^g \) and \( f^* = h^j \), provides the totally umbilic surface with “curvature lines,” or a “polarization” (cf., §5.2.18), given by \( q = -j(g'h'dz^2)j \approx g'h'dz^2 \) (compare §5.2.14 for the last identification). As in §5.4.24 we have

\[
\tau_\lambda = \lambda \begin{pmatrix} -j & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} g dh & -g^2dh \\ dh & -g d h \end{pmatrix} \begin{pmatrix} j & 0 \\ 0 & 1 \end{pmatrix} =: J^{-1} \tau^C_\lambda \mathbb{J},
\]

so that we can choose \( T_\lambda = J^{-1} T^C_\lambda \mathbb{J} \) with \( T^C_\lambda : U \rightarrow \text{Sl}(2, \mathbb{C}) \). As a consequence the \( T \)-transforms

\[
J f_\lambda = T^C_\lambda \begin{pmatrix} g \\ 1 \end{pmatrix} \mathbb{H} : U \rightarrow \mathbb{C} \mathbb{P}^1 \subset \mathbb{H} \mathbb{P}^1
\]

of \( f = J^{-1} \begin{pmatrix} g \\ 1 \end{pmatrix} \mathbb{H} \) take values in the same 2-sphere as \( f \) does — we could just as well have derived this fact as a trivial consequence of our lemma in §5.5.16.

To proceed we choose more convenient homogeneous coordinates for \( f \): Assuming that \( g \) has no branch points, that is, that our surface is an immersion, we can choose a function \( a = \frac{1}{\sqrt{g'}} \) so that our lift \( f = J^{-1} \begin{pmatrix} g \\ 1 \end{pmatrix} \) \( a \) satisfies\(^{52}\)

\[
\det(J f', J f) = \det \begin{pmatrix} g'a + ga' \\ \frac{g a}{a} \end{pmatrix} = a^2 g' = 1.
\]

\(^{52}\) Note that \( J f : U \rightarrow \mathbb{C}^2 \) is complex-valued, so that the determinant makes sense.
It is well known (or easily verified by straightforward computation) that, with this normalization, \( Jf \) satisfies Hill’s equation
\[
Jf'' + Jf \cdot \sigma = 0, \quad \text{where} \quad \sigma := \left( \frac{g''}{2g'} \right)' - \left( \frac{g''}{2g'} \right)^2
\]
is the Schwarzian derivative of \( g \). Remember that the Schwarzian derivative is invariant under postcomposition of \( g \) with a Möbius transformation,\(^{53}\) so that it is a well-defined notion for maps \( Jf : U \to \mathbb{C}P^1 \) into the 2-sphere. Conversely, rewriting Hill’s equation as a first-order system
\[
(Jf', Jf)' = (Jf', Jf) \begin{pmatrix} 0 & 1 \\ -\sigma & 0 \end{pmatrix}
\]
shows that \( Jf \) can be uniquely reconstructed from its Schwarzian, up to Möbius transformation.

To compute how the Schwarzian changes under the \( T \)-transformation we first verify that the “proper” normalization is preserved: Because
\[
d(T_\lambda f) = T_\lambda (\tau_\lambda f + df) = T_\lambda df \quad \Leftrightarrow \quad Jf_\lambda' = T_\lambda^C Jf'
\]
and \( T_\lambda^C \) takes values in \( \text{Sl}(2, \mathbb{C}) \), we have \( \det(Jf_\lambda', Jf_\lambda) = \det(Jf', Jf) = 1 \). Taking one more derivative we obtain
\[
Jf''_\lambda = T_\lambda^C (\tau_\lambda^C \left( \frac{\partial}{\partial z} \right) Jf' + Jf'') = T_\lambda^C Jf (\lambda g'h' - \sigma) = -Jf_\lambda (\sigma - \lambda g'h').
\]
Thus \( Jf_\lambda \) satisfies Hill’s equation with Schwarzian \( \sigma_\lambda = \sigma_0 - \lambda g'h' \). Otherwise said, the difference between the Schwarzians\(^{54}\) of \( f_\lambda \) and \( f \) is given by a multiple of the polarization \( q \):
\[
(\sigma_\lambda - \sigma_0) dz^2 = -\lambda dg dh \simeq -\lambda q.
\]
In [48] the authors show, after introducing a notion of Schwarzian derivative for conformal immersions, that this becomes the general behavior of Calapso’s transformation of isothermic surfaces. In fact, they use this behavior to describe Calapso’s transformation: They prove, as a type of fundamental theorem for surfaces in Möbius geometry, that this Schwarzian and the conformal Hopf differential (cf., §5.1.10) form a complete set of invariants for surfaces in the conformal 3-sphere. When keeping the conformal Hopf differential unchanged while altering the Schwarzian by a multiple of

\(^{53}\)This follows, for example, from the chain rule \( \sigma_{\mu \circ g} = (\sigma_{\mu} \circ g) \cdot g'^2 + \sigma_g \) for the Schwarzian and the fact that the Schwarzian \( \sigma_\mu = 0 \) vanishes for Möbius transformations \( \mu(z) = \frac{az+b}{cz+d} \).

\(^{54}\)Note that the difference between two Schwarzians indeed behaves like a quadratic differential: This is a consequence of the chain rule for the Schwarzian, \( \sigma_{\tilde{g} \circ w} - \sigma_{g \circ w} = ([\sigma_{\tilde{g}} - \sigma_g] \circ w') \cdot w'^2 \).
the polarization (the holomorphic part of the conformal Hopf differential; here we need the surface to be isothermic), the integrability conditions remain satisfied so that the altered invariants determine a new (isothermic) surface (cf., §5.5.12).

Considering, as a simple example, \( g(z) = z = h(z) \), we have to integrate

\[
(T^C_\lambda)' = T^C_\lambda \begin{pmatrix} z & -z^2 \\ 1 & -z \end{pmatrix} \quad \Leftrightarrow \quad (F^C_\lambda)' = F^C_\lambda \begin{pmatrix} 0 & 1 \\ \lambda & 0 \end{pmatrix}.
\]

Note the twofold possibility to interpret the system for \( F^C_\lambda \) in this case: On one hand, it is the system for the \( T \)-transformation gauged by the Euclidean frame providing the \( T \)-transforms \( f_\lambda \) as the image of \( \begin{pmatrix} 0 \\ 1 \end{pmatrix} \mathbb{H} \); on the other hand, we recognize the first-order system (5.29) associated to Hill’s equation.

To obtain a solution for \( T^C_\lambda \) we may, according to our discussion of the relation between the Calapso and Darboux transformations in §5.5.3, just invert the fundamental system \( \hat{F}^C_\lambda \) that we determined earlier in §5.4.24:

\[
T^C_\lambda(z) = \begin{pmatrix} \cosh \sqrt{\lambda}z & \frac{1}{\sqrt{\lambda}} \sinh \sqrt{\lambda}z - z \cosh \sqrt{\lambda}z \\ \sqrt{\lambda} \sinh \sqrt{\lambda}z & \cosh \sqrt{\lambda}z - z \sqrt{\lambda} \sinh \sqrt{\lambda}z \end{pmatrix}.
\]

Thus we obtain

\[
f_\lambda = T_\lambda f = J^{-1} \left( \frac{1}{\sqrt{\lambda}} \sinh \sqrt{\lambda}z \cosh \sqrt{\lambda}z \right) \mathbb{H} = \left( -j \frac{1}{\sqrt{\lambda}} \tanh \sqrt{\lambda}z 1 \right) \mathbb{H}
\]

as the \( T \)-transforms of \( f \). Note that \( f_0 = f \). A computation of the Schwarzian derivative of \( f_\lambda \) yields, as predicted, \( \sigma_\lambda = -\lambda \).

5.5.28 Example. As a second example we reconsider the Clifford tori

\[
f(x, y) = pe^{ix \frac{i}{p}} + qe^{iy \frac{i}{q}} \quad \text{and} \quad f^*(x, y) = pe^{-ix \frac{i}{p}} + qje^{-iy \frac{i}{q}}.
\]

Remember that, in §5.4.25, we restricted our attention to \( \lambda \in (-\frac{1}{4q^2}, \frac{1}{4p^2}) \), which provided certain reality conditions. Here we want to consider any \( \lambda \in \mathbb{R} \) — in order to avoid the necessity to consider different cases, we will, in contrast to §5.4.25, write the solution of our linear system in terms of real functions.

Thus, we introduce functions \( s_x = s_x(x) \) and \( s_y = s_y(y) \) as the solutions of

\[
\begin{align*}
& s''_x + \left( \frac{1}{4p^2} - \lambda \right) s_x = 0, \quad s_x(0) = 0, \quad s'_x(0) = 1, \\
& s''_y + \left( \frac{1}{4q^2} + \lambda \right) s_y = 0, \quad s_y(0) = 0, \quad s'_y(0) = 1.
\end{align*}
\]

Note that, as a consequence, we have the Pythagorean rules

\[
s'^2_x + \left( \frac{1}{4p^2} - \lambda \right) s^2_x \equiv 1 \quad \text{and} \quad s'^2_y + \left( \frac{1}{4q^2} + \lambda \right) s^2_y \equiv 1.
\]
Also, for abbreviation, we write

\[ e_x = s'_x + \frac{i}{2p} s_x \quad \text{and} \quad e_y = s'_y + \frac{i}{2q} s_y. \]

For these two functions we have the relations

\[ e'_x = \frac{i}{2p} e_x + \lambda s_x \quad \text{and} \quad |e_x|^2 = 1 + \lambda s_x^2, \]

\[ e'_y = \frac{i}{2q} e_y - \lambda s_y \quad \text{and} \quad |e_y|^2 = 1 - \lambda s_y^2. \]

**Fig. 5.7.** Calapso transforms of the quadratic Clifford torus (center picture)

By using similar methods as in §5.4.25, we then determine a solution \( F_\lambda \) of the curved flat system

\[ dF_\lambda = F_\lambda \cdot \begin{pmatrix} 0 & df \\ \lambda df^* & 0 \end{pmatrix} \]
in terms of these functions:

\[
F_\lambda = \begin{pmatrix}
  e_x e_y - \lambda s_x s_y j & s_x e_y - e_x s_y j \\
  e'_x e'_y - \lambda s'_x s'_y j & s'_x e'_y - e'_x s'_y j
\end{pmatrix}
\begin{pmatrix}
  e^{-(\frac{i x}{2p} + \frac{i y}{2q})} & 0 \\
  0 & i e^{\frac{i x}{2p} - \frac{i y}{2q}}
\end{pmatrix}.
\]

Since the Study determinant of \(F_\lambda\) is constant by the fact that its connection form takes values in \(\mathfrak{sl}(2, \mathbb{H})\), it suffices to compute it at a single point. At the origin \((x, y) = (0, 0)\) we have

\[
F_\lambda(0, 0) = \begin{pmatrix}
  1 & 0 \\
  -\left(\frac{1}{4pq} + \lambda j\right) & \frac{i}{2q} - \frac{i}{2p} j
\end{pmatrix}
\begin{pmatrix}
  1 & 0 \\
  0 & i
\end{pmatrix},
\]

so that \([F_\lambda] \equiv 1 + \frac{1}{4p^2} + \frac{1}{4q^2} = 1 + \frac{1}{4p^2q^2}\) since \(p^2 + q^2 = 1\). Therefore, a common scaling of the \(F_\lambda\)'s, which depends on the initial Clifford torus only, provides us with a family of curved flat frames with values in \(Sl(2, \mathbb{H})\). However, to keep the formulas simple, we neglect this scaling. In fact, a rescaling of \(F_\lambda\) by a real constant has no effect on the \(T\)-transforms

\[
f_\lambda = F_\lambda \begin{pmatrix} 0 \\ 1 \end{pmatrix} \mathbb{H} = \begin{pmatrix} s_x e_y - e_x s_y j \\ s'_x e'_y - e'_x s'_y j \end{pmatrix} \mathbb{H}.
\]

To understand the geometry of the surfaces \(f_\lambda\) we introduce two curves of spheres

\[
S_x := \begin{pmatrix}
  2s'_x(\frac{i}{2q} s_x - e_x j) + j & -2s_x^2 \\
  -2(\frac{1}{4q^2} + \lambda) s'_x^2 & -2s'_x(\frac{i}{2q} s_x - e_x j) - j
\end{pmatrix},
\]

\[
S_y := \begin{pmatrix}
  -2s'_y(\frac{i}{2q} s_y + e_y j) + j & 2s_y^2 \\
  2(\frac{1}{4p^2} - \lambda) s'_y^2 & 2s'_y(\frac{i}{2p} s_y + e_y j) - j
\end{pmatrix}.
\]

First note that

\[
4(\frac{1}{4q^2} + \lambda) s_x^2 s'_x^2 - |2s'_x(\frac{i}{2q} s_x - e_x j) + j|^2 = 4\lambda s_x^2 s'_x^2 - |1 - 2s'_x e_x|^2 = -1,
\]

\[
4(\frac{1}{4p^2} - \lambda) s_y^2 s'_y^2 - |j - 2s'_y(\frac{i}{2q} s_y + e_y j)|^2 = -4\lambda s_y^2 s'_y^2 - |1 - 2s'_y e_y|^2 = -1,
\]

so that \(S_x\) and \(S_y\) really take values in the space \(\mathfrak{S}(\mathbb{H}^2)\) of 2-spheres, and that \(S_x\) and \(S_y\) are symmetric with respect to the quaternionic Hermitian form \(S^3\) given by \(\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\), so that the 2-spheres of both curves lie in the corresponding 3-sphere (cf., §4.8.6). Further, it is a lengthy but straightforward computation to see that

\[
S_x f_\lambda \parallel f_\lambda \quad \text{and} \quad S'_x f_\lambda \parallel f_\lambda,
\]

\[
S_y f_\lambda \parallel f_\lambda \quad \text{and} \quad S'_y f_\lambda \parallel f_\lambda.
\]

This shows that \(f_\lambda\) envelopes the two sphere curves. As a consequence, all \(f_\lambda\)'s are cyclides of Dupin (see §1.8.8).
Another way to verify this statement is by projecting $f_{\lambda}$ stereographically:

$$f_{\lambda} = (s_x e_y - e_x s_y j)(s'_x e'_y - e'_x s'_y j)^{-1}$$

$$= \frac{1}{(\frac{1}{4q^2} + \lambda)s'^2_x + (\frac{1}{4p^2} - \lambda)s'^2_y} \left( \begin{array}{c} -\frac{1}{2q} s_x s'_x - \frac{1}{2p} s_y s'_y \\ (s'^2_x - s'^2_y) \\ \frac{1}{2p} s_x s'_x - \frac{1}{2q} s_y s'_y \end{array} \right).$$

By computing\(^{55}\) the unit normal field of $f_{\lambda}$ we arrive at

$$n_{\lambda} = \left( \begin{array}{c} 0 \\ 1 \\ 0 \end{array} \right) + \frac{2}{(\frac{1}{4q^2} + \lambda)s'^2_x + (\frac{1}{4p^2} - \lambda)s'^2_y} \left( \begin{array}{c} -\frac{1}{2q} s'_y \cdot s''_x s'_x + \frac{1}{2p} s'_y \cdot s''_y s'_y \\ -\frac{1}{2q} s'_y \cdot s''_x s'_x + \frac{1}{2p} s'_y \cdot s''_y s'_y \\ -\frac{1}{2q} s'_x \cdot s''_y s'_y + \frac{1}{2p} s'_x \cdot s''_y s'_y \end{array} \right);$$

as a consequence,

$$c_y := n_{\lambda} - 2\left(\frac{1}{4q^2} - \lambda\right)s'^2_y \cdot f_{\lambda} = \begin{pmatrix} -\frac{1}{p} s_y s'_y \\ 1 - 2s'^2_y \\ -\frac{1}{q} s_y s'_y \end{pmatrix}$$

and

$$c_x := n_{\lambda} + 2\left(\frac{1}{4q^2} + \lambda\right)s'^2_x \cdot f_{\lambda} = \begin{pmatrix} \frac{1}{q} s_x s'_x \\ 1 - 2s'^2_x \\ -\frac{1}{p} s_x s'_x \end{pmatrix};$$

only depend on one parameter each. Taking derivative with respect to the other parameter shows that $f_{\lambda}$ has principal curvatures $2\left(\frac{1}{4q^2} + \lambda\right)s'^2_x$ and $-2\left(\frac{1}{4p^2} - \lambda\right)s'^2_y$, by Rodrigues’ formula. Thus the two principal curvatures are constant along their curvature lines, that is, the curvature lines are circles. Consequently, $f_{\lambda}$ is channel in two ways by §1.8.20, confirming that we have a cyclide of Dupin (cf., §1.8.8).

Note that $f_{\lambda}$ defines a torus (with one point at infinity\(^{56}\)) if spectral parameter $\lambda \in \left(-\frac{1}{4q^2}, \frac{1}{4p^2}\right)$; it is a cylinder for $\lambda = -\frac{1}{4q^2}, \frac{1}{4p^2}$; and it becomes (part of) a spindle cyclide otherwise (cf., [207]). In Figure 5.7, some Calapso transforms of the minimal Clifford torus (the surface in the middle), where $p = q = \frac{1}{\sqrt{2}}$, are shown.

Also note that the Calapso transformation changes the periods of the surface: As long as $\frac{1}{4q^2} - \lambda > 0$ or $\frac{1}{4q^2} + \lambda > 0$, the corresponding function, $s_x$

---

\(^{55}\) Postcomposing $f_{\lambda}$ by a rotation with angle $\alpha = \arctan(q/p)$ in the $i\cdot k$-plane simplifies the computation slightly.

\(^{56}\) Therefore, the fact that the Gaussian curvature of $f_{\lambda}$ does not change sign is no contradiction to Gauss-Bonnet’s theorem.
or $s_y$, is a scaled sine function with period $\frac{4p\pi}{\sqrt{1-4\lambda p^2}}$ or $\frac{4q\pi}{\sqrt{1+4\lambda q^2}}$, respectively. Therefore, $f_\lambda$ has period $\frac{2p\pi}{\sqrt{1-4\lambda p^2}}$ or $\frac{2q\pi}{\sqrt{1+4\lambda q^2}}$ in the corresponding direction.

5.5.29 Example. A noteworthy property of the surfaces obtained in the previous example is that they all have constant mean curvature in some space of constant curvature. To conclude our discussions of the Calapso transformation we want to establish this as a general fact:

The Calapso transforms of a surface of constant mean curvature in some space form all have constant mean curvature in some space form.

In fact, we will do better than that and identify the Calapso transformation as Lawson’s correspondence, up to Möbius equivalence (cf., §3.3.7): To prove this statement (again) we will imitate our argument from §3.3.7 — however, here we will see (again; cf., §5.3.21) how nicely one can mix up the (intrinsic) complex structure given in terms of complex coordinates with the quaternionic structure of the ambient space.

Thus let $f : M^2 \to S^3$ denote a surface of constant mean curvature in some space form $Q^3_\kappa$ given by $\kappa \in \mathbb{R}^0_\kappa \cong S_3(\mathbb{H}^2)$ (cf., §1.4.1 and §4.3.5). To frame $f$ we choose the tangent plane map $\tilde{S}$ as an enveloped sphere congruence (see §1.4.11), so that the second surface becomes Möbius equivalent to $f$ (see §1.7.8); as tangential frame vectors we choose $S_1 = e^{-u}f_x$ and $S_2 = e^{-u}f_y$, where $(x, y)$ denote conformal curvature line parameters, $I = e^{2u}(dx^2 + dy^2)$. The structure equations then read\(^{57}\)

\[
\begin{align*}
\text{d}S_1 &= (-u_ydx + u_xdy)S_2 + (He^u + \hat{H}e^{-u})dxS - \frac{\kappa}{2}e^u dx f + 2e^u dx \hat{f}, \\
\text{d}S_2 &= (u_ydx - u_xdy)S_1 + (He^u - \hat{H}e^{-u})dyS - \frac{\kappa}{2}e^u dy f + 2e^u dy \hat{f}, \\
\text{d}S &= -(He^u + \hat{H}e^{-u})dxS_1 - (He^u - \hat{H}e^{-u})dyS_2, \\
\text{d}f &= e^u dx S_1 + e^u dy S_2, \\
\text{d}\hat{f} &= -\frac{\kappa}{4}e^u dx S_1 - \frac{\kappa}{4}e^u dy S_2.
\end{align*}
\]

Or, by interpreting $f$ and $\hat{f}$ as homogeneous coordinates of two maps into the conformal 3-sphere $S^3 \subset \mathbb{H}P^1$, $F = (\hat{f}, f)$, and using our “translation table” in §4.5.12 with $S^3 = S_1$, $S = FS_i$, $S_1 = FS_j$, and $S_2 = FS_k$, we obtain

\[
\begin{align*}
\text{d}\hat{f} &= \hat{f} \cdot \frac{i}{2}[*du - (He^u dz + \hat{H}e^{-u} d\bar{z})j] + f \cdot \frac{\kappa}{4}e^u dz j, \\
\text{d}f &= \hat{f} \cdot e^u dz j + f \cdot \frac{i}{2}[*du - (He^u dz + \hat{H}e^{-u} d\bar{z})j],
\end{align*}
\]

(5.30)

where $z = x + iy$ and $*$ is the Hodge operator, $*dx = dy$ and $*dy = -dx$. From the Codazzi equation $e^{-u}\hat{H}_z = e^u H_{\bar{z}} = 0$ we learn that $\hat{H} \equiv \text{const}

\(^{57}\) Remember that, in contrast to §1.7.8, we normalized $\hat{f}$ so that $\langle f, \hat{f} \rangle = -\frac{1}{2}$ in the quaternionic setup; in this way, $\hat{f} = \frac{1}{2}\kappa - \frac{\kappa}{4}f$ instead of $\hat{f} = \frac{\kappa}{2}f - \kappa$. 

since $H$ is constant; therefore, to simplify later computations, we exclude the (trivial) case $\hat{H} \equiv 0$ and choose the coordinates $(x, y)$ so that $\hat{H} \equiv 1$.

Note how the hypersphere complex $K \in \mathbb{R}^6 \cong S(\mathbb{H}^2)$ is, in the quaternionic setup, given as a quaternionic Hermitian form by

$$K(f, f) = 2, \quad K(f, \hat{f}) = 0, \quad \text{and} \quad K(\hat{f}, \hat{f}) = \frac{\kappa}{2},$$

so that $\langle K, S_f \rangle = -\frac{1}{2}K(f, f) \equiv -1$ when using (4.4) to identify vectors in $\mathbb{H}^2$ with (isotropic) quaternionic Hermitian forms.

By §5.5.25, any adapted frame can be used to determine the Calapso transforms $f_\lambda$ of $f$. Thus we may use the above metric frame, $F = (\hat{f}, f)$, with respect to $\psi_\infty = (\frac{1}{1})$ and $\psi_0 = (0_1)$ as a basis of $\mathbb{H}^2$: Writing (5.30) in matrix form and, for abbreviation, $\theta := -(H e^u dz + e^{-u} d\bar{z})$, we must integrate the system

$$dF_\lambda = F_\lambda \Phi_\lambda \quad \text{with} \quad \Phi_\lambda := \left( \begin{array}{cc} \frac{i}{2}(\ast du + \theta j) & e^u dzj \\ e^{-u} dz - \lambda e^{-u} d\bar{z}j & \frac{i}{2}(\ast du + \theta j) \end{array} \right),$$

(5.31)

since $\psi^* = (e^u j)^{-1} dx - (e^u k)^{-1} dy = -e^{-u}(dx - idy)j$. Then $f_\lambda = F_\lambda \psi_0$. Note that, for $\lambda = 0$, (5.31) gives us the original frame $F = F_0$ up to Möbius transformation, and, from §5.5.25 again, $T_\lambda = F_\lambda F_0^{-1}$.

Next, let $Z \in \mathcal{S}(\mathbb{H}^2)$ denote the central sphere congruence of $f = f_0$; using (4.22) to identify $Z \cong Z = S^3(., Z.) \in \mathcal{S}(\mathbb{H}^2)$, we have $Z = S + H S_f$, where we identify the homogeneous coordinates of $f$ with the quaternionic Hermitian form $S_f$ via (4.4), as before. Note that $\langle K, Z \rangle = H \langle K, S_f \rangle = -H$ gives us the mean curvature $H$ of $f$.

From §5.5.18 we know that $Z_\lambda = T_\lambda Z T_\lambda^{-1}$. In terms of Hermitian forms this means $Z_\lambda = T_\lambda Z$: If we fix $T_\lambda$ to take values in $S^3$ (see §5.5.16), we obtain

$$T_\lambda Z = S^3(T_\lambda^{-1} ., ZZ_\lambda^{-1}) = (T_\lambda S^3)(., Z_\lambda.) = S^3(., Z_\lambda.) = Z_\lambda.$$

Now we claim that $f_\lambda$ takes values in the space form given by

$$K_\lambda := T_\lambda(K + 2\lambda Z) :$$

Clearly, $K_\lambda(f_\lambda, f_\lambda) \equiv 2$, so that we only have to show that $K_\lambda \equiv const$ is constant and consequently defines a quadric $Q^3_{\kappa_\lambda}$ of constant curvature $\kappa_\lambda$. First note that

$$K_\lambda = F_\lambda C_\lambda, \quad \text{where} \quad C_\lambda := F_0^{-1}(K + 2\lambda Z)$$

is a constant quaternionic Hermitian form:

$$C_\lambda(v_0, v_0) = 2, \quad C_\lambda(v_0, v_\infty) = 2\lambda i, \quad C_\lambda(v_\infty, v_\infty) = \frac{\kappa}{2} + 2\lambda H,$$
since $Z = S + HS_f = F(S_i + HS_0)$ with $S_0 = S_{v_0}$ as in §4.5.12 (cf., (4.4)).
With this knowledge we find $dK_\lambda = F_\lambda \cdot \rho(\Phi_\lambda)C_\lambda$, where $\rho$ denotes the Lie algebra homomorphism from (4.7). Now it is straightforward to check that the quaternionic Hermitian form $\rho(\Phi_\lambda)C_\lambda = 0$, proving that $K_\lambda$ is constant. Thus $K_\lambda$ defines a quadric $Q_{\kappa_\lambda}^3$ of constant curvature

$$\kappa_\lambda = -|K_\lambda|^2 = -|K|^2 - 4\lambda\langle K, Z \rangle - 4\lambda^2 = \kappa + 4\lambda H - 4\lambda^2$$

indeed, so that $f_\lambda$ takes values in $Q_{\kappa_\lambda}^3$ with constant mean curvature

$$H_\lambda = -\langle K_\lambda, Z_\lambda \rangle = -\langle K + 2\lambda Z, Z \rangle = H - 2\lambda.$$  (5.33)

This proves our first assertion. Note that $\kappa_\lambda + H_\lambda^2 \equiv \kappa + H^2$ does not depend on $\lambda$ — or, otherwise said, the ambient curvature $\kappa_\lambda$ is a quadratic polynomial of the varying mean curvature $H_\lambda$. Every such family of Calapso transforms contains exactly one minimal surface at $\lambda = \frac{1}{2}H$, that takes values in the space of maximal ambient curvature $\kappa_\frac{1}{2}H = \kappa + H^2$ occurring in the family (cf., [60]). Using this surface as the “initial surface” of the family, that is, $H = H_0 = 0$, its transforms $f_{\pm\lambda}$ take values in the same quadric of constant curvature $\kappa_{\pm\lambda} = \kappa_0 - 4\lambda^2$ (up to identification via Möbius transformation) but with opposite mean curvatures $H_{\pm\lambda} = \mp2\lambda$.

In order to see that, moreover, the $T_\lambda$-transformation is Lawson’s correspondence, we have to verify that the induced metrics $I_\lambda$ and the trace-free part $II_\lambda - H_\lambda I_\lambda$ of the second fundamental forms of the $f_\lambda$’s (as maps into the quadric $Q_{\kappa_\lambda}^3$) do not depend on $\lambda$. Here we employ our “translation table” from §4.5.12 again: Because the trace-free part of the second fundamental form is the same for all enveloped sphere congruences $S_\lambda$, considered as a normal field to $f_\lambda$, we do not need to change frames (to obtain the tangent plane maps of $f_\lambda$) and directly read off, from (5.31),

$$I_\lambda = e^{2u}|dz|^2 = I_0 \quad \text{and} \quad II_\lambda = H_\lambda I_\lambda + \text{Re} dz^2 = II_0 - 2\lambda I_0.$$  (5.34)

Note that, in the particular case where $f_0$ is a minimal surface in Euclidean ambient space $Q_0^3$, the Calapso transforms $f_\lambda$ of $f_0$ are also obtained by the Umehara-Yamada perturbation (see [285]): They are surfaces of constant mean curvature $H_\lambda = -2\lambda$ in hyperbolic spaces of curvature $\kappa_\lambda = -4\lambda^2$. That is, they have the mean curvature of the horospheres of the ambient hyperbolic space. For this reason we will also refer to them as “horospherical surfaces.” For later reference we state the following (local) characterization of horospherical surfaces, as an obvious consequence of our discussions

An isothermic surface $f : M^2 \to S^3$ is a horospherical surface in some hyperbolic space if and only if it is (locally) the Calapso transform of a minimal surface in Euclidean space.

58) Compare [253].
5.6 Bianchi’s permutability theorems

We already mentioned Bianchi’s outstanding contributions to the transformation theory of isothermic surfaces in the Introduction: He not only introduced Calapso’s transformation, independently of Calapso, but he also was the first to elaborate on this transformation theory systematically and to study the interrelations of the various transformations in terms of permutability theorems (see [21] and [20]). For us, these permutability theorems will not only be of interest because they clarify the interrelations between the four kinds of transformation that we discussed, but they also turn out to be crucial for the transformations of minimal and constant mean curvature surfaces (cf., [153]); as well as they will be the key to our discussion of discrete isothermic surfaces (cf., [150]).

5.6.1 Notation. To make our point we will use, throughout this section, symbolic notations for the Christoffel, Goursat, and Darboux transformations. Thus we will write $C f$ for the Christoffel transform $f^*$ of an isothermic surface $f$ in Euclidean space, $G f$ or $G_\mu f$ for its Goursat transforms (we write $G_\mu$ if we wish to emphasize the Möbius transformation $\mu$ associated with the Goursat transformation), and $D_\lambda f$ for a Darboux transform of an isothermic surface $f$ in the conformal sphere — similar to the way we write $T_\lambda f$ for the Calapso transform $f^\lambda$ of $f$.

However, in contrast to the Calapso transforms $T_\lambda f$, the notations $D_\lambda f$, $G f$, and $C f$ are just symbolic notations.

Note that we will use the notation “$T_\lambda$” in both senses: in the concrete sense of a map into the Möbius group as well as in the abstract sense of a transformation of an isothermic surface. In the abstract sense we will (notationally) not distinguish between the transformations for different surfaces, that is, we will write $T_\lambda f$ and $T_\lambda \hat{f}$ at the same time, even though, as maps into the Möbius group, the two $T_\lambda$’s are different.

5.6.2 We have already proved three such permutability theorems for the Christoffel, Goursat, and Calapso transformations, in §5.2.4, §5.3.5, and §5.5.9: Symbolically,

\[ C^2 = id, \quad G_{\mu_1} G_{\mu_2} = G_{\mu_1 \circ \mu_2}, \quad \text{and} \quad T_{\lambda_1} T_{\lambda_2} = T_{\lambda_1 + \lambda_2}, \]

where the first equality is up to translation and homothety, the second up to similarity, and the last equality is up to Möbius transformation — that is, the equalities have to be interpreted as equalities in the respective geometry of the transformation.

Thus we are, so far, missing a permutability theorem for two Darboux transformations. This is given by Bianchi’s most famous permutability theorem in the transformation theory of isothermic surfaces, which has a similar flavor as the permutability theorems for the Bäcklund transformation of
pseudospherical surfaces or for the Ribaucour transformation (cf., e.g., [28]), which is more general than the permutability theorem for the Darboux transformation.

However, before attacking this theorem, it turns out to be useful to discuss the interrelation of the Christoffel and Darboux transformations for isothermic surfaces in Euclidean space (see [21]).

5.6.3 Theorem. Let \( f \) denote an isothermic surface in Euclidean space, with Christoffel transform \( f^* = Cf \) and a Darboux transform \( \hat{f} = D_\lambda f \). Then there is a surface \( \hat{f}^* \), given algebraically by \( \hat{f}^* = f^* + \frac{1}{\lambda}(\hat{f} - f)^{-1} \), that is the Christoffel transform of \( \hat{f} \) and a \( D_\lambda \)-transform of \( f^* \) at the same time\(^{59}\); symbolically,

\[
D_\lambda C = CD_\lambda.
\]

5.6.4 Proof. We already proved half of that theorem earlier without stating it: Remember that, when proving that the Darboux transform of an isothermic surface is indeed isothermic, we used the fact that (5.18) defines a Christoffel transform of \( \hat{f} \). The only thing left is to show that \( \hat{f}^* \) is a Darboux transform of \( f^* \), that is, it satisfies the Riccati equation (5.17):

\[
d\hat{f}^* = \frac{1}{\lambda}(\hat{f} - f)^{-1}df(\hat{f} - f)^{-1} = \lambda(\hat{f}^* - f^*)d\hat{f}^*(\hat{f}^* - f^*)
\]

since \( \lambda(\hat{f}^* - f^*) = (\hat{f} - f)^{-1} \) and \( C^2 = id \).

5.6.5 In particular, this gives us a canonical scaling (and position) for the Christoffel transform of a Darboux transform \( \hat{f} \) as soon as the Christoffel transform \( f^* \) of \( f \) is scaled (and positioned). Note that this scaling is compatible with Christoffel’s formula (5.3): If \((x, y)\) denote conformal curvature line parameters, then

\[
f_x f_x^* = 1 \quad \text{and} \quad f_y f_y^* = -1 \quad \iff \quad \hat{f}_x \hat{f}_x^* = 1 \quad \text{and} \quad \hat{f}_y \hat{f}_y^* = -1.
\]

Because the scaling of the Christoffel transform of an isothermic surface fixes a “scale” for the parameter of the Darboux (and Calapso) transformations, this “canonical” scaling of \( \hat{f}^* \) provides a canonical scale for the parameter of iterated Darboux transformations. With this in mind we can now formulate Bianchi’s permutability theorem for the Darboux transformation (see [19] or [21], and [106]):

\(^{59}\) Therefore, the notation \( \hat{f}^* \), which does not refer to the order of transformations, makes sense.
5.6.6 Theorem. Let \( \hat{f}_i = D_{\lambda_i} f, \ i = 1, 2, \) denote two Darboux transforms of an isothermic surface \( f. \) Then there is a fourth surface \( \hat{f} \) that is a \( D_{\lambda_2} \)-transform of \( \hat{f}_1 \) and a \( D_{\lambda_1} \)-transform of \( \hat{f}_2 \) at the same time; symbolically,

\[
D_{\lambda_1} D_{\lambda_2} = D_{\lambda_2} D_{\lambda_1}.
\]

Moreover, corresponding points of \( f, \hat{f}_1, \hat{f}_2, \) and \( \hat{f} \) are concircular and have constant (real) cross-ratio \(^{60) \} [f; \hat{f}_1; \hat{f}_2; \hat{f}] = \frac{\lambda_2}{\lambda_1}. \)

5.6.7 Proof. The cross-ratio condition \([f; \hat{f}_1; \hat{f}; \hat{f}_2] \equiv \frac{\lambda_2}{\lambda_1} \) uniquely determines a surface \( \hat{f} \) (see (4.27)). We intend to show that this surface is a \( D_{\lambda_2} \)-transform of \( \hat{f}_1 \) and a \( D_{\lambda_1} \)-transform of \( \hat{f}_2 \). For this purpose we stereographically project the surfaces, so that the \( \hat{f}_i \)'s satisfy the Riccati equation (5.17), and write

\[
\hat{f} = \left( \begin{array}{c} \hat{f}_1 \\ 1 \end{array} \right) (\hat{f}_1 - f)^{-1} - \left( \begin{array}{c} \hat{f}_2 \\ 1 \end{array} \right) (\hat{f}_2 - f)^{-1} \lambda_1.
\]

Using the formula from §4.9.8, it is now straightforward to check that this indeed defines \( \hat{f} \): By writing \( f = \left( \begin{array}{c} f \\ 1 \end{array} \right) \) and \( \hat{\varphi}_i = (1, -\hat{f}_i), \) we compute

\[
[f; \hat{f}_1; \hat{f}_2] = (\varphi_1 f)(\varphi_2 f)^{-1}(\varphi_1 \hat{f})(\varphi_2 \hat{f})^{-1}
\]

\[
= \frac{\lambda_2}{\lambda_1} (\hat{f}_1 - f)(\hat{f}_2 - f)^{-1} (\hat{f}_1 - \hat{f}_2)(\hat{f}_2 - f)(\hat{f}_1 - \hat{f}_2)^{-1}
\]

Further, by using the fact that the \( \hat{f}_i \)'s satisfy the Riccati equation (5.17), we find

\[
d\hat{f} = \left( \begin{array}{c} \hat{f}_1 \\ 1 \end{array} \right) (\hat{f}_1 - f)^{-1} df(\hat{f}_1 - f)^{-1} - \left( \begin{array}{c} \hat{f}_2 \\ 1 \end{array} \right) (\hat{f}_2 - f)^{-1} df(\hat{f}_2 - f)^{-1} \lambda_1;
\]

and, with the retraction form (5.19) of the Darboux transform \( \hat{f}_1 \), we obtain

\[
\tau_1 \hat{f} = \left( \begin{array}{c} \hat{f}_1 \\ 1 \end{array} \right) (\hat{f}_1 - f)^{-1} df((\hat{f}_2 - f)^{-1} - (\hat{f}_1 - f)^{-1})
\]

Combining these two equations, we finally derive that

\[
(d + \lambda_2 \tau_1) \hat{f} = \hat{f} d\hat{f}(\hat{f}_2 - f)^{-1} \parallel \hat{f},
\]

\(^{60) \) Note that this equation is symmetric in \( \hat{f}_1 \) and \( \hat{f}_2 \) by the identities for the cross-ratio shown in Figure 4.3.
so that \( \hat{f} \) is indeed a \( D_{\lambda_2} \)-transform of \( \hat{f}_1 \), by §5.4.8. By symmetry, \( \hat{f} \) is also a \( D_{\lambda_1} \)-transform of \( \hat{f}_2 \), and Bianchi’s permutability theorem is proved.  

\[
\begin{aligned}
D_{\lambda_i(1)} D_{\lambda_i(2)} D_{\lambda_i(3)} &= D_{\lambda_1} D_{\lambda_2} D_{\lambda_3}
\end{aligned}
\]

for any permutation \( i : \{1, 2, 3\} \rightarrow \{1, 2, 3\} \). To verify this assertion just contemplate Figure 4.4, to obtain the scheme shown in Figure 5.8.

5.6.9 Next we tackle a permutability theorem, in its original form also due to Bianchi [20], that interrelates the Christoffel, Darboux, and Calapso transformations: Remember that, in §3.3.8, we obtained the Christoffel transformation as a limiting case of Darboux transformations. The Sym formula from §5.5.4 indicates that the same is true in our present setup.

In fact, we already proved the converse statement in §5.5.20, that is, the first part of the following theorem:

5.6.10 Theorem. Let \( f \) be an isothermic surface in Euclidean space with Christoffel transform \( f^\ast \). Then their \( T_\lambda \)-transforms \( f_\lambda \) and \( \hat{f}_\lambda \) can be positioned to form a \( D_{-\lambda} \)-pair in the conformal sphere.

Conversely, if \( f \) and \( \hat{f} \) form a \( D_\lambda \)-pair of isothermic surfaces in the conformal sphere, then their \( T_\lambda \)-transforms form, after suitable stereographic

\[
\begin{aligned}
\end{aligned}
\]
projections, a Christoffel pair; symbolically,\(^{61}\)

\[ T_\lambda C = D_{-\lambda} T_\lambda \quad \text{and} \quad T_\lambda D_\lambda = C T_\lambda. \]

5.6.11 **Proof.** It remains to prove the second statement of the theorem.

Let \((f, \hat{f}) : M^2 \to \mathfrak{P}\) denote a \(D_\lambda\)-pair of isothermic surfaces in the conformal 4-sphere, and let \(T_\lambda : M^2 \to Sl(2, \mathbb{H})\) be the \(T\)-transformation for \(f\). Then we know from §5.5.3 that \(T_\lambda \hat{f} \equiv \text{const} =: v_\infty \mathbb{H} \in \mathbb{H}P^1\). Let \(v_0\) be so that \((v_\infty, v_0)\) is a basis of \(\mathbb{H}^2\), and let \((\nu_\infty, \nu_0)\) be its pseudodual basis. By possibly replacing \(\hat{f}\) by \(\hat{f}(v_0 T_\lambda \hat{f})^{-1}\) and \(f\) by \(f(v_\infty T_\lambda f)^{-1}\) we can achieve

\[ T_\lambda \hat{f} \equiv v_\infty \quad \text{and} \quad T_\lambda f = f_\lambda = v_0 + v_\infty f_\lambda. \quad (5.35) \]

Let \(f_\lambda^*\) denote the Christoffel transform of \(f_\lambda\). We intend to show that \(\hat{f}\) is the \(T_{-\lambda}\)-transform of \(f_\lambda^*\). For this, remember from §5.5.9 that \(T_{\lambda}^{-1}\) is the \(T_{-\lambda}\)-transformation\(^{62}\) for \(f_\lambda\). The \(T_{-\lambda}\)-transformation for \(v_0 + v_\infty f_\lambda^*\) is (from §5.5.22) given by

\[ T_{-\lambda}^* = T_{-\lambda}(v_\infty \nu_\infty - \lambda(v_0 + v_\infty f_\lambda)(\nu_0 - f_\lambda^* \nu_\infty)). \]

Now, as in §5.5.22, \(T_{-\lambda}^*(v_0 + v_\infty f_\lambda^*) = T_{-\lambda} v_\infty = T_{\lambda}^{-1} v_\infty = \hat{f}. \quad \check{\triangledown} \)

5.6.12 It may be a worthwhile exercise for the reader to verify that \((T_{-\lambda}^*)^{-1}\) is a \(T_\lambda\)-transform for \(\hat{f}\), \((T_{-\lambda}^*)^{-1} = T_\lambda\): For this, one needs to check that

\[ \frac{1}{\lambda} T_{-\lambda}^* d(T_{-\lambda}^*)^{-1} = T_{-\lambda}^* \tau^*_{-1}(T_{-\lambda}^*)^{-1} \]

is a closed retraction form for \(\hat{f}\) (cf., §5.5.9).

5.6.13 **Example.** Remember that, in §5.5.29, we learned that the Calapso transformation yields, for surfaces of constant mean curvature in space forms, Lawson’s correspondence. In particular, the \(T_\lambda\)-transforms \(f_\lambda\) of a minimal surface \(f_0 : M^2 \to Q^3_0\) into Euclidean space, given by an isotropic quaternionic Hermitian form \(K = S_\infty\) that corresponds to a vector \(v_\infty\) via (4.4), have the constant mean curvature \(H_\lambda = -2\lambda\) of horospheres in the hyperbolic spaces \(Q^3_{-4\lambda^2}\) of constant curvature \(\kappa_\lambda = -4\lambda^2\), given by the sphere complexes \(K_{\lambda} = T_\lambda(S_\infty + 2\lambda Z)\): In §5.5.29 we used this observation

\(^{61}\) Remember that, for the symbolic notations, we do not distinguish (notationally) between different \(T_\lambda\)’s: As maps into the Möbius group, the four \(T_\lambda\)’s in this formula will be different.

\(^{62}\) As before in the present section, we omit the upper indices for the Calapso transformations for different isothermic surfaces from an associated family.
to characterize surfaces that are horospherical in some hyperbolic space. Here we intend to derive a second characterization.

Namely, we know from §5.2.10 that the Christoffel transform of a minimal surface is its Gauss map $n_0 : M^2 \to S^2 \subset Q^3_0$. In particular, it takes values in a 2-sphere, and, as a consequence, all its Calapso transforms $n_\lambda$ take values in certain 2-spheres (cf., §5.5.27). Thus our permutability theorem in §5.6.10 implies that a surface of constant mean curvature $H_\lambda = -2\lambda$ in $Q^3_{-4\lambda^2}$ has a totally umbilic $D_{-\lambda}$-transform.

Conversely, if an isothermic surface $f : M^2 \to S^3$ has a totally umbilic Darboux transform $n = D_\lambda f$, then their $T_\lambda$-transforms form, after suitable stereographic projection, a Christoffel pair in Euclidean 3-space. Since $T_\lambda n$ is totally umbilic, we may, without loss of generality, assume that $T_\lambda n$ parametrizes part of the unit sphere in $Q^3_0$. Then $T_\lambda n$ is the Gauss map of $T_\lambda f$, so that $T_\lambda f$ is identified as a minimal surface (see §5.2.10). Then, since $f = T_{-\lambda}(T_\lambda f)$ by §5.5.9, $f$ is a $T_{-\lambda}$-transform of a minimal surface in Euclidean space and therefore has constant mean curvature $H = 2\lambda$ in some hyperbolic space of curvature $\kappa = -4\lambda^2$.

To summarize (cf., [253], [153]): An isothermic surface $f : M^2 \to S^3$ is a horospherical surface in some hyperbolic space if and only if it has a totally umbilic Darboux transform.

After having obtained this second characterization of horospherical surfaces, we want to study the geometry of the situation a bit further. First note that the central sphere congruence $Z = Z_0$ of a minimal surface $f = f_0$ in Euclidean space $Q^3_0$ is its tangent plane map. Thus all spheres of $Z$ contain the point $v_\infty H$ at infinity,

$$Z(v_\infty, v_\infty) \equiv 0 \iff Zv_\infty H = v_\infty H. \quad (5.36)$$

Using the curved flat frame $F_\lambda = T_\lambda F_0$ from §5.5.20, where $F_0$ denotes the Euclidean frame of $f = f_0$, we have

$$f_\lambda = T_\lambda f_0 = F_\lambda v_0$$

and

$$n_\lambda = F_\lambda v_\infty = T_\lambda v_\infty.$$

Hence $K_\lambda(n_\lambda, n_\lambda) = (S_\infty + 2\lambda Z)(v_\infty, v_\infty) \equiv 0$, showing that $n_\lambda$ is not only totally umbilic but, more specifically, takes values in the infinity boundary

63 Here we use the scaling and translation ambiguity of the Christoffel transformation — note that we exclude the case where $T_\lambda n$ becomes flat: This is the case of pairs of meromorphic functions discussed in §5.4.24. On the other hand, a totally umbilic surface clearly qualifies as a horospherical surface in many hyperbolic spaces.

64 In the classical literature, isothermic surfaces with a totally umbilic (planar) Darboux transform sometimes also appear under the name “surfaces of Thybaut” (cf., [234] and [253]); of interest should also be the papers [280], [281], and [282] by A. Thybaut. This characterization of horospherical surfaces as Darboux transforms of their hyperbolic Gauss maps (see below) provides a possibility to construct horospherical surfaces in this way (cf., [286] and [151]). See also [188] (cf., [22]).
of the hyperbolic space that makes \(f_\lambda\) a horospherical surface. Because it is also a Darboux transform of \(f_\lambda\), we deduce that corresponding points of \(f_\lambda\) and \(n_\lambda\) lie on circles that intersect \(f_\lambda\) as well as (the infinity boundary) \(n_\lambda\) orthogonally, that is, they lie on hyperbolic geodesics that are orthogonal to \(f_\lambda\); moreover, \(f_\lambda\) and \(n_\lambda\) induce conformally equivalent metrics. These two properties characterize the hyperbolic Gauss map of a horospherical surface\(^{65}\) [42]:

The Calapso transforms \(n_\lambda = T_\lambda n_0\) of the Gauss map of a minimal surface in Euclidean space provide the hyperbolic Gauss maps of the horospherical Calapso transforms of the minimal surface.

Finally, remember from §5.5.18 that the central sphere congruence of a Calapso transform \(T_\lambda f\) of \(f = f_0\) is given by \(Z_\lambda = T_\lambda Z T_\lambda^{-1}\). Moreover, from §5.5.17, we know that \(dZ_\lambda = T_\lambda dZ T_\lambda^{-1}\) since \([\tau_\lambda, S] = 0\) for any 2-sphere congruence enveloped by \(f\). As a consequence,

\[
Z_\lambda n_\lambda \parallel n_\lambda \quad \text{and} \quad (dZ_\lambda)n_\lambda \parallel n_\lambda,
\]

since \(Zv_\infty H = v_\infty H\): The central sphere congruence of a minimal surface is its tangent plane congruence. Thus \(n_\lambda\) satisfies the enveloping conditions from §4.8.15. Otherwise said\(^{66}\) (cf., §3.6.4):

It is the central sphere congruence of a horospherical surface in a hyperbolic space form that provides its hyperbolic Gauss map as a Darboux transform of the surface\(^{67}\); the central sphere congruence of a horospherical surface therefore consists of horospheres\(^{68}\) of the ambient hyperbolic space form.

This provides another justification for our notion of a “horospherical surface” for the surfaces of constant mean curvature \(H\) in a hyperbolic space of curvature \(\kappa = -H^2\).

\(^{65}\) Note that the hyperbolic Gauss map of a horospherical surface is a globally defined object. Therefore, the above characterization of horospherical surfaces by the existence of a totally umbilic Darboux transform works globally.

\(^{66}\) This is, in fact, nearly a characterization of horospherical surfaces: the only surfaces for which the central sphere congruence provides a Darboux transformation are the horospherical surfaces and the minimal surfaces in Euclidean space (where the Darboux transform degenerates to the point at infinity) (see [234] and [153]).

\(^{67}\) The converse of this statement is also true: If the central sphere congruence of an isothermic surface provides a Darboux transformation, then the surface is minimal in Euclidean space or horospherical in some hyperbolic space. For more details on this as well as on the notion of “isothermic surfaces of spherical type” (another way of characterizing minimal and horospherical surfaces among isothermic surfaces, via the curvature of their conformal Gauss maps), see [153].

\(^{68}\) This second assertion also follows from \(\frac{1}{|K_\lambda|}(K_\lambda, Z_\lambda) = \pm 1\): The central spheres \(Z_\lambda\) touch the infinity boundary of the ambient hyperbolic space.
5.6.14 Applying the above theorem from §5.6.10 twice, along with the “1-parameter group property” of the Calapso transformation, we obtain a permutability theorem for the Darboux and Calapso transformations, namely,

\[ T_\lambda D_\mu T_\lambda^{-1} = T_{\lambda-\mu} T_\mu D_\mu T_\lambda^{-1} = T_{\lambda-\mu} CT_{\lambda-\mu}^{-1} = D_{\mu-\lambda}. \]

More accurately, we should argue as follows: Given a \( D_\mu \)-pair of isothermic surfaces, their \( T_\mu \)-transforms can be stereographically projected to yield a Christoffel pair of isothermic surfaces in Euclidean space; taking the \( T_{\lambda-\mu} \)-transforms of the surfaces obtained in this way yields, on one hand, the \( T_\lambda \)-transforms of the original surfaces, and, on the other hand, these last surfaces can be positioned to form a \( D_{\mu-\lambda} \)-pair of isothermic surfaces in the conformal sphere.

We want to complement this result with a discussion of the Calapso transformations that perform the mapping. Thus consider the \( \hat{\lambda} \)-pair, obtained as \( T_\mu \)-transforms from \( \hat{f} \) and \( f \), in terms of affine coordinates as in the proof of our previous permutability theorem (see (5.35)):

\[ f_\mu = T_\mu f = v_0 + v_\infty f_\mu \quad \text{and} \quad f_\mu^\perp := v_0 - f_\mu \nu_\infty, \]
\[ \hat{f}_\mu = \hat{T}_\mu \hat{f} = v_0 + v_\infty \hat{f}_\mu \quad \text{and} \quad \hat{f}_\mu^\perp := v_0 - \hat{f}_\mu \nu_\infty. \]

We wish to examine the relation between \( T_\lambda = T^\mu_{\lambda-\mu} T_\mu \) and \( \hat{T}_\lambda = \hat{T}^\mu_{\lambda-\mu} \hat{T}_\mu \). From §5.5.22 we know that

\[ \hat{T}^\mu_{\mu-1} = T^{-1}_{\mu-1} (v_\infty \nu_\infty - \mu f_\mu \hat{f}_\mu^\perp) \quad \text{and} \quad \hat{T}^{\mu\nu}_{\lambda-\mu} = T^{\mu\nu}_{\lambda-\mu} (v_\infty \nu_\infty + (\lambda - \mu) f_\mu \hat{f}_\mu^\perp). \]

A straightforward computation then yields

\[ \hat{T}_\lambda = T^{\mu\nu}_{\lambda-\mu}(v_\infty \nu_\infty + (\lambda - \mu) f_\mu \hat{f}_\mu^\perp)(-\frac{1}{\mu} v_\infty \nu_\infty + \hat{f}_\mu f_\mu^\perp)T_\mu \]
\[ = T^{\mu\nu}_{\lambda-\mu}(v_\infty \nu_\infty + (\lambda - \mu) f_\mu \hat{f}_\mu^\perp + (1 - \frac{\lambda}{\mu}) f_\mu \nu_\infty) T_\mu \]
\[ = T^{\mu\nu}_{\lambda-\mu} T_\mu - \frac{\lambda}{\mu} T^{\mu\nu}_{\lambda-\mu} T_\mu f_\nu \nu_\infty T_\mu \]
\[ = T_\lambda (1 - \frac{\lambda}{\mu} f(\hat{f}^\perp f)^{-1} \hat{f}^\perp), \] (5.37)

where we use \( \nu_\infty T_\mu = (\hat{f}^\perp f)^{-1} \hat{f}^\perp \) for the last equality: This follows from our normalizations (5.35), which yield \( \nu_\infty T_\mu \hat{f} \equiv 0 \) and \( \nu_\infty T_\mu f \equiv 1 \). Note that the last expression in (5.37) is independent of choices of homogeneous coordinates.

We obtain the following “generalization” of our theorem in §5.6.10:

\[ \text{This “generalizes” the above theorem when considering the Christoffel transformation as a } D_0 \text{-transformation. This viewpoint may be justified by sending } \lambda \to 0 \text{ in §5.6.10 (remember that we can assume } T_0 = \text{id}). \text{ However, the Riccati equation (5.17), or the corresponding linear system in §5.4.8, defining the Darboux transform of an isothermic surface, degenerates for } \lambda = 0, \text{ so that any solution will be constant: As discussed in §3.3.8, the limiting surfaces have to be “blown up” to give a surface, as in §5.5.4, where the derivative with respect to the spectral parameter } \lambda \text{ takes care of the blowing up.} \]
5.6.15 Theorem. Let \( f \) be an isothermic surface with \( D_\mu \)-transform \( \hat{f} \). Then their \( T_\lambda \)-transforms \( T_\lambda f \) and \( \hat{T}_\lambda \hat{f} \) can be positioned in the conformal sphere so that they form a \( D_\mu - \lambda \)-pair of isothermic surfaces; symbolically,

\[
T_\lambda D_\mu = D_\mu - \lambda T_\lambda.
\]

\( \hat{T}_\lambda = T_\lambda (1 - \frac{\lambda}{\mu} f (\hat{f}^\perp f)^{-1} \hat{f}^\perp) \) is the\(^{70}\) Calapso transformation of \( \hat{f} \).

5.6.16 From \( \S \)5.6.10 we know that the Calapso transformation transforms Christoffel pairs into Darboux pairs, and vice versa. Next we want to address the question of whether it is possible to simultaneously stereographically project the Calapso transforms of the four surfaces satisfying the Christoffel-Darboux permutability theorem from \( \S \)5.6.3 so that they satisfy this permutability scheme again, that is, whether the Calapso transformation “preserves” the Christoffel-Darboux permutability. This is indeed the case — for brevity, we state the corresponding permutability theorem\(^{71}\) only graphically:

Fig. 5.9. A permutability theorem

5.6.17 Proof. Let \( f, f^* = C f, \hat{f} = D_\lambda f \), and \( \hat{f}^* = CD_\lambda f \) denote four isothermic surfaces in Euclidean space satisfying the permutability scheme from \( \S \)5.6.3. In particular, we then have

\[
\lambda (\hat{f}^* - f^*) (\hat{f} - f) \equiv 1. \tag{5.38}
\]

As usual, we denote by \( f = (v_0 + v_\infty f) \mathbb{H} \), \( f^* = (v_0 + v_\infty f^*) \mathbb{H} \), and so on, the corresponding maps into the conformal sphere and let \( T_\lambda, T_\lambda^* \), and so

\(^{70}\) The “correct” one. Compare with \( T_\lambda^* \) as given in \( \S \)5.5.22: Do we have \( \hat{T}_\lambda \to T_\lambda^* \) as \( \mu \to 0 \)?

\(^{71}\) This permutability theorem provides an interpretation of the duality for horospherical surfaces (see [287]) in terms of the isothermic transformations (cf., [153]).
on, be the respective Calapso transformations. Further, let \((v_\infty, v_0)\) denote a basis of \(H^2\) with \(T_\lambda \hat{f} \equiv v_\infty H\), as in §5.6.11.

We already learned in §5.6.11 that a suitable choice of normalizations (5.35) yields

\[ T_\lambda f(v_\infty T_\lambda f)^{-1} = v_0 + v_\infty f_\lambda \quad \text{and} \quad \hat{T}_\lambda \hat{f}(v_0 T_\lambda \hat{f})^{-1} = v_0 + v_\infty \hat{f}_\lambda \]

with \((\hat{f}_\lambda, f_\lambda)\) forming a Christoffel pair, where we chose\(^{72}\) (cf., §5.6.12)

\[ \hat{T}_\lambda = -\frac{1}{\lambda}(v_\infty \nu_\infty - \lambda(v_0 + v_\infty \hat{f}_\lambda)(\nu_0 - f_\lambda \nu_\infty))T_\lambda. \]

On the other hand, from §5.5.22, we know that \(T_\lambda^*\) can be adjusted so that

\[ T_\lambda^* = T_\lambda(v_\infty \nu_\infty + \lambda(v_0 + v_\infty \hat{f}^*)(\nu_0 - \hat{f}^* \nu_\infty)); \quad (5.39) \]

this choice assures that \((f_\lambda^*, f_\lambda)\), where \(f_\lambda^* = T_\lambda^* f^* = T_\lambda v_\infty H\), form a Darboux pair.

Now, the key observation is the following: Using (5.38), we find that

\[ T_\lambda^*(v_0 + v_\infty \hat{f}^*)(\hat{f} - f) = T_\lambda(v_0 + v_\infty \hat{f}) = v_\infty H. \]

That is, \(T_\lambda \hat{f} = T_\lambda^* \hat{f}^* \equiv \text{const} \in H\mathbb{P}^1\) define the same (constant) point in the conformal 4-sphere. Hence we can normalize \(f^*\) and \(\hat{f}^*\) as in (5.35) to obtain

\[ T_\lambda^* f^*(v_\infty T_\lambda f^*)^{-1} = v_0 + v_\infty f_\lambda^* \quad \text{and} \quad \hat{T}_\lambda^* \hat{f}^*(v_0 T_\lambda \hat{f}^*)^{-1} = v_0 + v_\infty \hat{f}_\lambda^*, \]

where \((\hat{f}_\lambda^*, f_\lambda^*)\) form a Christoffel pair and, as in (5.39),

\[ \hat{T}_\lambda^* = -\frac{1}{\lambda}(v_\infty \nu_\infty - \lambda(v_0 + v_\infty \hat{f}_\lambda^*)(\nu_0 - f_\lambda^* \nu_\infty))T_\lambda^*. \]

Finally, from the permutability theorem for the Christoffel and Darboux transformations in §5.6.3, we know that \(\hat{f}_\lambda = C f_\lambda\) and \(\hat{f}_\lambda^* = C f_\lambda^*\) can be scaled and positioned to form a \(D_{-\lambda}\)-pair.

5.6.18 The author remembers that there was a very simple proof of this theorem, using the curved flat system from §5.5.20 to obtain the Calapso transforms. However, because the notes got lost, we must content ourselves with the above proof. It may be a challenge for the reader to “recover” that lost proof.

\(^{72}\)Remember that the \(T\)-transformation for an isothermic surface is only determined up to postcomposition by a (constant) Möbius transformation.
5.6.19 Finally we want to establish a theorem that brings the Goursat transformation into the picture: In §5.6.10 we learned that proper stereographic projections of the $T_{\lambda}$-transforms of a $D_{\lambda}$-pair yields a Christoffel pair,

$$T_{\lambda}D_{\lambda} = CT_{\lambda}.$$ 

Thus, if $\hat{f}_1$ and $\hat{f}_2$ denote two (different) $D_{\lambda}$-transforms of an isothermic surface $f$, then their $T_{\lambda}$-transforms are the Christoffel transforms of $T_{\lambda}f$ after (generically different) stereographic projections. That is, $T_{\lambda}\hat{f}_1$ and $T_{\lambda}\hat{f}_2$ are, after stereographic projection, Goursat transforms of each other:

![Diagram](image)

Fig. 5.10. Another permutability theorem

Reversing the argument we learn, with §5.6.10 again, that the $T_{\lambda}$-transforms of two isothermic surfaces that are Goursat transforms of each other are (different) $D_{-\lambda}$-transforms of one isothermic surface — namely, of the $T_{\lambda}$-transform of the Christoffel transform of either of the two original surfaces: Because the Calapso transformation is a transformation for Möbius equivalence classes of isothermic surfaces, it does not matter which of the two (Möbius equivalent; see §5.3.3) Christoffel transforms is used to determine the $T_{\lambda}$-transform.

In this sense the Goursat transformation “measures” the difference between two Darboux transformations of an isothermic surface. We conclude with the following:

5.6.20 Theorem. The $T_{\lambda}$-transforms of two $D_{\lambda}$-transforms of an isothermic surface are, after suitable stereographic projection into Euclidean ambient space, Goursat transforms of each other.

Conversely, the $T_{\lambda}$-transforms of two isothermic surfaces that are Goursat transforms of each other are $D_{-\lambda}$-transforms of one single isothermic surface.

5.6.21 Example. In this example we want to determine the Enneper cousins, that is, the Calapso transforms of the Enneper surface, illustrating various aspects of our theory. First reconsider $z \mapsto zj$ and $z \mapsto -jz$ as a
Christoffel pair of (totally umbilic) isothermic surfaces, as in §5.5.27, where we determined the Calapso transformations of
\[
n := v_0 - v_\infty jz = \begin{pmatrix} -jz & 0 \\ 1 & 0 \end{pmatrix}, \quad v_0 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \text{and} \quad v_\infty = \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]
to be given (with respect to \((v_\infty, v_0)\) as the basis of \(\mathbb{H}^2\)) by
\[
T_\lambda(z) = \begin{pmatrix} -j & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \cosh \sqrt{\lambda} z & \frac{1}{\sqrt{\lambda}} \sinh \sqrt{\lambda} z - z \cosh \sqrt{\lambda} z \\ \sqrt{\lambda} \sinh \sqrt{\lambda} z & \cosh \sqrt{\lambda} z - z \sqrt{\lambda} \sinh \sqrt{\lambda} z \end{pmatrix} \begin{pmatrix} j & 0 \\ 0 & 1 \end{pmatrix}.
\]
Thus \(n_\lambda(z) = (T_\lambda n)(z) \simeq v_0 - v_\infty j \frac{1}{\sqrt{\lambda}} \tanh(\sqrt{\lambda} z)\), as discussed in §5.5.27.

Note that, by §5.5.20, the \(T_\lambda\)-transforms of \(h(z) := v_0 + v_\infty zj\) are
\[
h_\lambda(z) = T_\lambda(z)v_\infty \simeq v_0 - v_\infty j \frac{1}{\sqrt{\lambda}} \coth(\sqrt{\lambda} z)
\]
since the Euclidean frame \(F_0(z) = \begin{pmatrix} 1 & -jz \\ -j & 1 \end{pmatrix}\) of \(n\) has \(v_\infty\) as an eigenvector.

It is easily verified (for example, by using the Riccati equation (5.17)) that \(h_\lambda\) is a \(D^{-\lambda}\)-transform of \(n_\lambda\), as predicted by our permutability theorem §5.6.10; moreover, \(h_\lambda\) and \(n_\lambda\) are Möbius equivalent — as one might expect, since they are Calapso transforms of Möbius equivalent maps, \(h \simeq \begin{pmatrix} j & 0 \\ 0 & -j \end{pmatrix} n\).

Next we want to determine the master Christoffel transform of \(n\): A fabulously complicated way\(^73\) to do that seems to be by using the Sym formula that we derived in §5.5.4:
\[
\mathfrak{F}^*(z) = (T_\lambda^{-1} \frac{\partial}{\partial \lambda} T_\lambda)_{\lambda=0}(z) = \begin{pmatrix} -j & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \frac{1}{2} z^2 & -\frac{1}{3} z^3 \\ z & -\frac{1}{2} z^2 \end{pmatrix} \begin{pmatrix} j & 0 \\ 0 & 1 \end{pmatrix}.
\]
Using \(v_\infty\) and \(v_\infty = S^3(v_\infty, .) = (1, 0)\) to extract a Christoffel transform from \(\mathfrak{F}^*\) (see §5.3.17), we recover \(v_\infty \mathfrak{F}^*(z)v_\infty = zj\) as a Christoffel transform of \(-jz\), as expected. However, using a different basis
\[
\tilde{v}_\infty = v_\infty \begin{pmatrix} -i \\ 0 \end{pmatrix}, \quad v_0 = v_\infty \begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]
as in §5.3.21, we find the Enneper surface
\[
f(z) = \tilde{v}_\infty \mathfrak{F}^*(z) \tilde{v}_\infty
\]
\[
= -\frac{i}{2}(z^2 - jz^2i) + \frac{1}{3} jz^3 - zj
\]
\[
= -i(x^2 - y^2) + j(\frac{1}{3}x^3 - (1 + y^2)x) + k(\frac{1}{3}y^3 - (1 + x^2)y)
\]

\(^73\) The \(\lambda\)-derivative of \(T_\lambda\) is probably best computed in terms of the power series expansions of its components.
as a Goursat transform of \( zj \) (see §5.3.3). Writing \( n \) in terms of the new basis shows that \( f \) is the Christoffel transform of (a scale translation of) the stereographic projection (5.12) of \(-jz\) onto the 2-sphere:

\[
 n(z) = v_0 - v_\infty jz = \{ \tilde{v}_0 + \tilde{v}_\infty (i - jz)^{-1} \}(i - jz) \simeq \tilde{v}_0 + \tilde{v}_\infty (i - jz)^{-1}.
\]

**Fig. 5.11.** The Enneper surface as a Goursat transform of \( z \mapsto zj \)

To determine the \( T_\lambda \)-transforms of Enneper’s surface \( f = \tilde{v}_0 + \tilde{v}_\infty f \), we compute

\[
f_\lambda(z) = T_\lambda(z)\tilde{v}_\infty = \begin{pmatrix} -j & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \frac{1}{\sqrt{\lambda}} \sinh(\sqrt{\lambda}z) - \cosh(\sqrt{\lambda}z)j(i - jz) \\ \cosh(\sqrt{\lambda}z) - \sqrt{\lambda} \sinh(\sqrt{\lambda}z)j(i - jz) \end{pmatrix}.
\]

As an exercise, the reader may want to examine the effect of the above change of basis on the linear system that we have to solve to determine the Calapso transformations: It turns into a truly quaternionic system that we certainly do not want to solve.

However, from §5.5.20 we know that \( f_\lambda \) such obtained is the \( T_\lambda \)-transform of the Enneper surface \( f \); on the other hand, from our permutability theorem in §5.6.10, we know that \( f_\lambda \) is another \( D_{-\lambda} \)-transform of \( n_\lambda \), providing an explicit example for the above permutability theorem in §5.6.20. Moreover, from §5.6.13 we know that the \( f_\lambda \)’s are horospherical surfaces in a hyperbolic space whose infinity boundary can be determined from the hyperbolic Gauss maps \( n_\lambda \). Thus, stereographically projecting \( n_\lambda \) as before, \( n_\lambda \simeq -j \frac{1}{\sqrt{\lambda}} \tanh(\sqrt{\lambda}z) \), the surfaces \( f_\lambda \) are horospherical in (one of) the hyperbolic half-spaces \( \text{Im } \mathbb{H} \cap \mathbb{C}j \) (cf., §P.1.3). In Figure 5.12, the conformal deformation of the Enneper surface into its cousins is shown\(^{74}\); their hyperbolic Gauss maps are included in the bottom three pictures. Similar pictures can be obtained with Bryant’s original Weierstrass-type representation from [42] (see [9]), providing evidence for our assertions from §5.5.29 and §5.6.13.

\(^{74}\) We only show transforms for positive values of \( \lambda \). By the symmetry of the Enneper surface and the fact that a negative sign of \( \lambda \) is compensated by interchanging the roles of the curvature directions, negative values of \( \lambda \) yield congruent surfaces.
5.7 Discrete isothermic nets and their transformations

In this final section we will discuss (one possible version of) discrete isothermic nets as discrete analogs of smooth isothermic surfaces. It turns out that, with the definition that we are going to use, the transformation theory of smooth isothermic surfaces completely carries over to the discrete setup (cf., [150] or [250]). Here, we will content ourselves with the study of the transformations and omit any discussions of whether or not the existence of these transformations can be used to characterize discrete isothermic nets, as they can in the smooth case. For partial answers to such problems the interested reader is referred to [150].

This transformation theory can then be applied to define discrete analogs
of certain constant mean curvature surfaces in spaces of constant curvature — in cases where we have a characterization of the constant mean curvature surfaces in terms of isothermic transformations — as particular isothermic nets. Here we will, as an example, discuss “horospherical nets” as an analog of horospherical surfaces in hyperbolic geometry, following [150]; besides those, discrete analogs of constant mean curvature surfaces in Euclidean space have been discussed [149], using the Darboux transformation for discrete isothermic nets — this definition can clearly be carried over to other space forms using the Calapso transformation (Lawson’s correspondence; cf., §5.5.29). Thus this ansatz does provide definitions for discrete analogs of all constant mean curvature surfaces in space forms that have constant mean curvature $T$-transforms in Euclidean space. However, for the case of horospherical nets, we have two different characterizations, one as Calapso transforms of minimal surfaces in Euclidean space and another as Darboux transforms of their hyperbolic Gauss maps (see §5.6.13) — which makes this case particularly interesting.

5.7.1 There are various different ways to motivate our definition of discrete isothermic nets, as a special case of discrete curvature line nets.\footnote{Discrete curvature line nets will be discussed in greater detail in Chapter 8.} Thus a minimal requirement for a discrete net $f : \mathbb{Z}^2 \supset U \to \mathbb{HP}^1$ to qualify as a discrete isothermic net will be that the vertices of any elementary quadrilateral, or “elementary 2-cell,”

$$(f(m,n); f(m+1,n); f(m+1,n+1); f(m,n+1))$$

of $f$ are concircular, that is, their cross-ratio has to be real:

$$[f(m,n); f(m+1,n); f(m+1,n+1); f(m,n+1)] =: q(m,n) \in \mathbb{R}.$$ 

In their original paper [30], A. Bobenko and U. Pinkall introduced discrete isothermic nets as the discrete analog of a conformal curvature line parametrization: Using Taylor expansion, they argue that the discrete analog of a conformal curvature line parametrization should satisfy $q \equiv -1$, that is, elementary quadrilaterals form conformal squares (see §4.9.9). Another way to motivate this definition is that it is the direct discrete (and Möbius geometric) analog of the classical definition of isothermic surfaces, as the “surfaces capable of division into infinitesimal squares by their curves of curvature” (cf., e.g., [64]): Using nonstandard analysis, the term “infinitesimal” can be given a rigorous meaning, and elementary considerations then show that this classical definition indeed characterizes isothermic surfaces in our sense (see [152]).
In [32], Bobenko and Pinkall gave a weakened version of the definition of a discrete isothermic net, as a discrete version of an arbitrary curvature line net on an isothermic surface, that only requires that the cross-ratios of the net’s elementary quadrilaterals decompose into two single-variable real functions, \( q(m, n) = \frac{a(m)}{b(n)} \). This definition can be motivated by observing the behavior of a single point when applying Bianchi’s permutability theorem in §5.6.6 for the Darboux transformation repeatedly (cf., [35]). A behavior of the Calapso transformation in the discrete case that is similar to its effect on the periods of a periodic isothermic surface (cf., §5.5.28) indicates that this second definition is the “correct” definition for discrete isothermic nets:

**5.7.2 Definition.** A map \( f : \mathbb{Z}^2 \supset U \to \mathbb{HP}^1 \) will be called a discrete net if the four vertices \( f(m, n), f(m + 1, n), f(m + 1, n + 1), \) and \( f(m, n + 1) \) of any elementary quadrilateral are different, that is,

\[
[f(m, n); f(m + 1, n); f(m + 1, n + 1); f(m, n + 1)] \neq 0, 1, \infty.
\]

A discrete net is called a principal net, or a discrete curvature line net, if every elementary quadrilateral is a conformal rectangle, that is,

\[
[f(m, n); f(m + 1, n); f(m + 1, n + 1); f(m, n + 1)] \in \mathbb{R},
\]

and it will be called a (discrete) isothermic net if there are two real valued-functions \( a = a(m) \) and \( b = b(n) \) of one (integer) variable so that the cross-ratios of its elementary quadrilaterals satisfy

\[
[f(m, n); f(m + 1, n); f(m + 1, n + 1); f(m, n + 1)] = \frac{a(m)}{b(n)}.
\]

**5.7.3 Note** that this definition does not depend at all on \( \mathbb{HP}^1 \) being the target space of our net: Because the definition only refers to the cross-ratio of the (four) vertices of each elementary quadrilateral of the net, we may use this definition in any codimension, that is, with the conformal \( n \)-sphere.
$S^n$ as the ambient space of our net. Indeed, the above notion of a principal net will reappear in the context of (Ribaucour pairs of) orthogonal nets in Chapter 8.

5.7.4 Notation. Since we will discuss stereographic projections $f$ of a discrete (isothermic) net $f = (v_0 + v_\infty f)H$, $f = (v_0 f)(v_\infty f)^{-1}$ as in §4.9.5, we will need to consider the “partial derivatives” of $f$—to downsize formulas we will write, for abbreviation, $(\partial_m f)(m,n) := f(m+1,n) - f(m,n)$

$(\partial_n f)(m,n) := f(m,n+1) - f(m,n)

where $f^\perp = H(v_0 - f v_\infty)$ denotes the “dual net” of $f$, with values in $(HP^1)^\perp$ (see §4.9.2 and (4.26)). Note that our regularity assumption on discrete nets implies that these “partial derivatives” of $f$ do not vanish and are not equal,

$\partial_m f, \partial_n f \neq 0$ and $\partial_m f \neq \partial_n f$.

Similarly, we will use the notion of this “discrete partial derivative” for any vector space—valued maps as, for example, in the following definition. Also, to make the discussions simpler, we will always assume our discrete nets and any derived objects to be defined on all of $\mathbb{Z}^2$.

As in the transformation theory of smooth isothermic surfaces, a key notion will be that of a (closed) retraction form (cf., §5.3.19):

5.7.5 Definition and Lemma. Let $f : \mathbb{Z}^2 \to HP^1$ denote a discrete net. Then a pair $\tau = (\tau_m,\tau_n)$ of maps $\tau_m,\tau_n : \mathbb{Z}^2 \to gl(2,H)$ will be called a retraction form of $f$ if

$\text{im } \tau_m(m,n) = f(m,n)$ and $\text{ker } \tau_m(m,n) = f(m+1,n),

\text{im } \tau_n(m,n) = f(m,n)$ and $\text{ker } \tau_n(m,n) = f(m,n+1)$.

Any isothermic net $f : \mathbb{Z}^2 \to HP^1$ has an integrable retraction form $\tau$, that is, there is a map $\mathfrak{F}^* : \mathbb{Z}^2 \to gl(2,H)$ so that $\tau = (\partial_m \mathfrak{F}^*, \partial_n \mathfrak{F}^*)$.

5.7.6 Proof. Remember that, in the smooth case, the existence of a closed retraction form was ensured by the existence of a Christoffel transform $f^*$ for an arbitrary stereographic projection of $f$. Here we intend to proceed similarly: Define the retraction form in terms of affine coordinates for $f$, as

76) We do not want to be obliged to discuss the “boundary points” of the domain of a discrete net, where these partial derivatives and other objects that are naturally defined on the edges (or faces) of the domain lattice may not exist.
in (5.14), and then study the integrability of the $\mathfrak{gl}(2, \mathbb{H})$-valued “1-form” $\tau$ in terms of the occurring $\mathbb{H}$-valued discrete 1-form.

Thus assume that $\begin{pmatrix} 1 \\ 0 \end{pmatrix} \not\in f(\mathbb{Z}^2)$ and write $f = \begin{pmatrix} 1 \\ f \end{pmatrix}$ and $f^\perp = (1, -f)$. Then any retraction form $\tau$ of $f$ must be of the form

$$\tau(m, n) = (f(m, n) \omega_m(m, n) f^\perp(m + 1, n), f(m, n) \omega_n(m, n) f^\perp(m, n + 1))$$

with some quaternionic “discrete 1-form” $(\omega_m, \omega_n)$. The integrability of $\tau$ is equivalent to

$$d\tau(m, n) := \tau_n(m + 1, n) + \tau_m(m, n) - \tau_m(m, n + 1) - \tau_n(m, n) = 0;$$

evaluating $d\tau(m, n)$ on $\begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $\begin{pmatrix} f(m + 1, n + 1) \\ 1 \end{pmatrix}$, as a basis of $\mathbb{H}^2$, and writing the results in terms of $\begin{pmatrix} f(m, n) \\ 1 \end{pmatrix}$ and $\begin{pmatrix} 1 \\ 0 \end{pmatrix}$, the integrability of $\tau$ reduces to three (the fourth equation is trivially satisfied) quaternionic equations:

$$0 = \omega_n(m + 1, n) + \omega_m(m, n) - \omega_m(m, n + 1) - \omega_n(m, n),$$
$$0 = \partial_m f(m, n) \cdot \omega_n(m + 1, n) - \partial_n f(m, n) \cdot \omega_m(m, n + 1),$$
$$0 = \omega_m(m, n) \cdot \partial_n f(m + 1, n) - \omega_n(m, n) \cdot \partial_m f(m + 1, n).$$

Thus $\tau$ is integrable if and only if there is a map $f^*$ with $\omega = (\partial_m f^*, \partial_n f^*)$ that satisfies

$$\partial_m f(m, n) \cdot \partial_n f^*(m + 1, n) = \partial_n f(m, n) \cdot \partial_m f^*(m + 1, n),$$
$$\partial_m f^*(m, n) \cdot \partial_n f(m + 1, n) = \partial_n f^*(m, n) \cdot \partial_m f(m + 1, n).$$

(5.40)

Taking $f^*$ to be a Christoffel transform$^{77}$ of $f$, as given in the following lemma, the two equations (5.40) are a consequence$^{78}$ of the affine versions (see (4.25)) of the cross-ratio condition,

$$\frac{a(m)}{b(n)} = [f(m, n); f(m + 1, n); f(m + 1, n + 1); f(m, n + 1)]$$
$$= [f(m + 1, n); f(m, n); f(m, n + 1); f(m + 1, n + 1)].$$

(5.41)

Here the second equation follows from the cross-ratio identities in Figure 4.3.

Thus we have proved the existence of an integrable retraction form $\tau$,

$$\tau_m(m, n) = (v_0 + v_\infty f(m, n)) \partial_m f^*(m, n)(v_0 - f(m + 1, n)v_\infty),$$
$$\tau_n(m, n) = (v_0 + v_\infty f(m, n)) \partial_n f^*(m, n)(v_0 - f(m + 1, n)v_\infty),$$

(5.42)

$^{77}$ Note that the two equations (5.40) can be viewed as a discrete version of (5.4).

$^{78}$ Note that, for this deduction, it is crucial that the functions $a$ and $b$ are real-valued (so that they commute with any quaternion) and that they only depend on one variable.
for any isothermic surface as soon as we have proved the existence of a Christoffel transform, in the following lemma.

5.7.7 Definition and Lemma. Let \( \mathcal{f} : \mathbb{Z}^2 \to \mathbb{H} \) denote (a stereographic projection of) an isothermic net, and let \( q(m,n) = \frac{a(m)}{b(n)} \) be a factorization of the cross-ratios of its elementary quadrilaterals with real-valued \( a \) and \( b \). Then

\[
\partial_m f^* = a (\partial_m f)^{-1} \quad \text{and} \quad \partial_n f^* = b (\partial_n f)^{-1}
\]

defines\(^{79}\) a second isothermic net \( f^* \) with \( q^* = q \).

This net \( f^* \) is called a Christoffel transform of \( f \).

5.7.8 Proof. To check integrability, first note that the cross-ratio, given in affine coordinates as in (4.25), of an elementary quadrilateral of \( f \) can be written as

\[
q(m,n) = (\partial_m f)(m,n)(\partial_n f)^{-1}(m+1,n)(\partial_m f)(m,n+1)(\partial_n f)^{-1}(m,n),
\]

\[
= (\partial_m f)(m,n)(\partial_n f)^{-1}(m,n)(\partial_m f)(m,n+1)(\partial_n f)^{-1}(m+1,n),
\]

as in (5.41). Now the integrability is easily checked:

\[
\begin{align*}
    a(m)((\partial_m f)^{-1}(m,n) - (\partial_m f)^{-1}(m,n+1)) &= b(n)((\partial_n f)^{-1}(m,n) - (\partial_n f)^{-1}(m+1,n)) \quad \forall m,n \in \mathbb{Z}^2, \\
    &\Rightarrow a(m)((\partial_m f)(m,n+1) - (\partial_m f)(m,n)) \\
    &= b(n)(\partial_m f)(m,n)((\partial_n f)^{-1}(m,n) - (\partial_n f)^{-1}(m+1,n))(\partial_m f)(m,n+1) \\
    &= a(m)((\partial_m f)(m,n+1) - (\partial_n f)(m,n)),
\end{align*}
\]

where the last equality follows from (5.44), so that integrability of \( f^* \) is equivalent to the integrability of \( f \).

To check that \( f^* \) is an isothermic net with \( q^*(m,n) = q(m,n) \), we compute:

\[
q^*(m,n) = (\partial_m f^*)(m,n)(\partial_n f^*)^{-1}(m+1,n)(\partial_m f^*)(m,n+1)(\partial_n f^*)^{-1}(m,n)
\]

\[
= \frac{a(m)}{b(n)}(\partial_m f)^{-1}(m,n)\frac{a(m)}{b(n)}(\partial_n f)(m+1,n)(\partial_m f)^{-1}(m,n+1)(\partial_n f)(m,n)
\]

\[
= \frac{a(m)}{b(n)},
\]

where the last equality is again obtained from (5.44).

5.7.9 The above construction (5.42) of an integrable retraction form for an isothermic surface \( f : \mathbb{Z}^2 \to \mathbb{H}P^1 \) in terms of the Christoffel transform \( f^* \)

\(^{79}\)Note that a real factorization of the cross-ratio function \( q \) is unique up to simultaneous multiplication of \( a \) and \( b \) by some real factor \( \lambda \neq 0 \): We recover the scaling ambiguity of the Christoffel transformation in the smooth case.
of a stereographic projection \( f : \mathbb{Z}^2 \to \mathbb{H} \) of \( f \) yields, after having fixed a factorization \( q = \frac{a}{b} \), a unique object that is independent of the stereographic projection.

Namely, choosing a different stereographic projection \( \tilde{f} = (\tilde{\nu}_0 f)(\tilde{\nu}_\infty f)^{-1} \) for \( f = v_0 + v_\infty f \) and using (4.26) yields

\[
-\partial_m \tilde{f}(m, n) = (f^\perp \tilde{\nu}_\infty)^{-1}(m + 1, n)(-\partial_m f)(m, n)(\tilde{\nu}_\infty f)^{-1}(m, n)
\]

\[
\Rightarrow \quad \partial_m \tilde{f}^*(m, n) = (\tilde{\nu}_\infty f)(m, n) \partial_m f^*(m, n)(f^\perp \tilde{\nu}_\infty)(m + 1, n),
\]

\[
-\partial_n \tilde{f}(m, n) = (f^\perp \tilde{\nu}_\infty)^{-1}(m, n + 1)(-\partial_n \tilde{f})(m, n)(\tilde{\nu}_\infty f)^{-1}(m, n)
\]

\[
\Rightarrow \quad \partial_n \tilde{f}^*(m, n) = (\tilde{\nu}_\infty f)(m, n) \partial_n f^*(m, n)(f^\perp \tilde{\nu}_\infty)(m, n + 1),
\]

(5.45)

similar to §5.3.10. Comparison with (5.42) shows that \( \tilde{\tau} = \tau \) since

\[
\tilde{v}_0 + \tilde{\nu}_\infty \tilde{f} = f(\tilde{\nu}_\infty f)^{-1} = (v_0 + v_\infty f)(\tilde{\nu}_\infty f)^{-1},
\]

and similarly for \( f^\perp = v_0 - f\nu_\infty \). Thus \( \tau \) and \( \mathfrak{g}^* \) are invariantly defined objects, and \( \mathfrak{g}^* \) provides, as in §5.3.17, the “master Christoffel transform” for an isothermic net \( f : \mathbb{Z}^2 \to \mathbb{H}P^1 \): The Christoffel transform \( f^* \) of any stereographic projection \( f = (v_0 f)(v_\infty f)^{-1} \) of \( f \) is given by \( f^* = v_\infty \mathfrak{g}^* v_\infty \).

And, any two Christoffel transforms of (different) stereographic projections of an isothermic net \( f \) are Goursat transforms of each other — if we define, as in §5.3.3:

**5.7.10 Definition.** Let \( f : \mathbb{Z}^2 \to \mathbb{H} \) be an isothermic net and \( \mu \in \text{M"{o}b}(4) \) a Möbius transformation. Then the isothermic net \( \tilde{f} = (\mu \circ f^*)^* \) is called a Goursat transform of \( f \).

**5.7.11** For the Darboux and Calapso transformations we wish to introduce a (spectral) parameter \( \lambda \): As we discussed in §5.7.7, a factorization \( q = \frac{a}{b} \) of the cross-ratio function of an isothermic net is unique up to multiplication of \( a \) and \( b \) by some \( \lambda \neq 0 \). Since \( a \) and \( b \) enter linearly into the retraction form \( \tau \) as given in (5.42), a different choice of factorization causes a rescaling of \( \tau \) — just as in the smooth case (cf., §5.4.7). Thus, from now on:

*We will always assume that an isothermic net \( f : \mathbb{Z}^2 \to \mathbb{H}P^1 \) comes with a factorization \( q = \frac{a}{b} \) of its cross-ratio function.*

Here we will introduce the Darboux transformation\(^80\) a little differently from [149] and [150] — we postpone a discussion of the equivalence with the definition given in [150] as well as of the relation with our integrable retraction form \( \tau \) until we have also introduced the Calapso transformation. The relevance of the factorization \( q = \frac{a}{b} \) becomes obvious from the definition anyway:

\(^80\) Compare [75]; see also the Darboux transformation for planar curves in [193].
5.7.12 Definition and Lemma. Let $f : \mathbb{Z}^2 \to \mathbb{H}P^1, q = \frac{a}{b}$, be an isothermic net. Then the system

$$
\begin{align*}
\lambda a(m) &= [f(m, n); f(m + 1, n); \hat{f}(m + 1, n); \hat{f}(m, n)] \\
\lambda b(n) &= [f(m, n); f(m, n + 1); \hat{f}(m, n + 1); \hat{f}(m, n)]
\end{align*}
$$

(5.46)

can be solved\(^{81}\) to provide an isothermic net $\hat{f} : \mathbb{Z}^2 \to \mathbb{H}P^1$ with $\hat{q} = q$.

This net $\hat{f}$ is called a Darboux transform (or $D_\lambda$-transform) of $f$.

5.7.13 Proof. This lemma is a direct consequence of our hexahedron lemma in §4.9.13: The claim is best verified by contemplating Figure 4.4 while taking into account the cross-ratio identities from Figure 4.3. \(\triangleleft\)

5.7.14 Clearly, the Darboux transformation is a Möbius invariant notion, and, by the symmetry of the defining formula (see Figure 4.3), it is involutive in the sense that, if $\hat{f}$ is a $D_\lambda$-transform of $f$, then $f$ is a $D_\lambda$-transform of $\hat{f}$.

As in the smooth case, we have a $(1 + 4)$-parameter family of Darboux transforms for a given isothermic net.

Note that the hexahedron lemma also provides the existence of a “discrete sphere congruence” that is enveloped by $f$ and $\hat{f}$. The fact of discrete isothermic nets being particular principal nets suggests that we should consider this discrete sphere congruence as a discrete Ribaucour congruence: We will come back to this viewpoint in Chapter 8.

5.7.15 In a Euclidean setup, the system (5.46) is equivalent to the Riccati-type system of difference equations

$$
\begin{align*}
\partial_m \hat{f}(m, n) &= \lambda(\hat{f} - f)(m + 1, n) \partial_m f^*(m, n)(\hat{f} - f)(m, n) \\
\partial_n \hat{f}(m, n) &= \lambda(\hat{f} - f)(m, n + 1) \partial_n f^*(m, n)(\hat{f} - f)(m, n)
\end{align*}
$$

(5.47)

where the respective second equations follow from the corresponding symmetry of the cross-ratio (see Figure 4.3). This set of equations was, as a discrete version of the Riccati-type partial differential equation (5.17) in the smooth case, the starting point in [149] to introduce the Darboux transformation for discrete isothermic nets.

We now turn to the definition of the Calapso transformation for discrete isothermic nets:

\(^{81}\) For almost all data $(\lambda, \hat{f}(m_0, n_0))$ this system yields such an isothermic net; the only problem might be the regularity of the net $\hat{f}$. However, choosing $\lambda \neq \frac{1}{a(m)}$, $\frac{1}{b(n)}$ for all $m, n \in \mathbb{Z}$ and the initial point $\hat{f}(m_0, n_0)$ so that none of the adjacent quadrilaterals degenerates ensures that all occurring cross-ratios are $\neq 0, 1, \infty$ — hence we obtain a net in our sense.
5.7.16 Definition and Lemma. Let \( f : \mathbb{Z}^2 \to \mathbb{H}P^1, \) \( q = \frac{a}{b}, \) denote an isothermic net with retraction form \( \tau = (\tau_m, \tau_n), \) and let \( \lambda \neq \frac{1}{a(m)}, \frac{1}{b(n)} \) for all \( m, n \in \mathbb{Z}. \) Then there is a map \( T_\lambda : \mathbb{Z}^2 \to \text{Gl}(2, \mathbb{H}) \) with

\[
T_\lambda(m+1, n) = T_\lambda(m, n)(1 + \lambda \tau_m(m, n)),
\]

\[
T_\lambda(m, n+1) = T_\lambda(m, n)(1 + \lambda \tau_n(m, n)),
\]

(5.48)
called a Calapso transformation (or \( T_\lambda \)-transformation) for \( f. \)

The Calapso transform \( f_\lambda := T_\lambda f \) is then isothermic with \( q_\lambda = \frac{1-\lambda b}{1-\lambda a} q. \)

5.7.17 Proof. First note that the system (5.48) is indeed integrable since \( \tau \) is an integrable retraction form for \( f, \) so that \( d\tau = 0 \) and \( \tau \circ \tau = 0: \)

\[
(1 + \lambda \tau_m(m, n))(1 + \lambda \tau_n(m + 1, n)) - (1 + \lambda \tau_n(m, n))(1 + \lambda \tau_m(m, n + 1))
\]

\[
= \lambda(\tau_m(m, n) + \tau_n(m + 1, n) - \tau_n(m, n) - \tau_m(m, n + 1))
\]

\[
+ \lambda^2(\tau_m(m, n) \circ \tau_n(m + 1, n) - \tau_n(m, n) \circ \tau_m(m, n + 1)) = 0.
\]

To check that \( T_\lambda \) can be chosen to take values in \( \text{Gl}(2, \mathbb{H}), \) we investigate how regularity is “transported” when integrating (5.48): With \( f = v_0 + v_\infty f \) and using (5.42), we find

\[
(1 + \lambda \tau_m(m, n)) \cdot f(m, n) = f(m, n) \cdot (1 - \lambda a(m)) \quad \text{and}
\]

\[
(1 + \lambda \tau_m(m, n)) \cdot f(m + 1, n) = f(m + 1, n),
\]

\[
(1 + \lambda \tau_n(m, n)) \cdot f(m, n) = f(m, n) \cdot (1 - \lambda b(n)) \quad \text{and}
\]

\[
(1 + \lambda \tau_n(m, n)) \cdot f(m, n + 1) = f(m, n + 1),
\]

(5.49)
that is, \( 1 + \lambda \tau_m(m, n) \) maps the basis \( (f(m, n), f(m + 1, n)) \) — here we need the regularity of our isothermic net \( f \) — to a basis (as long as \( \lambda a \neq 1 \)) so that \( T_\lambda(m + 1, n) \) is regular as soon as \( T_\lambda(m, n) \) is, and similarly for \( T_\lambda(m, n + 1). \)

Finally, we determine the cross-ratio of an elementary quadrilateral of the Calapso transform \( f_\lambda \) of \( f \) using the formula given in §4.9.8: Since (from §4.9.2) we know that \( f_\lambda^\perp = (T_\lambda f)^\perp = f^\perp \circ T_\lambda^{-1} \), the relations that we derived in (5.49) give us

\[
f_\lambda^\perp(m, n)f_\lambda(m + 1, n) = f^\perp(m, n)f(m + 1, 1),
\]

\[
f_\lambda^\perp(m + 1, n + 1)f_\lambda(m + 1, n) = f^\perp(m + 1, n + 1)f(m + 1, n + 1)\frac{1}{1-\lambda b(n)},
\]

\[
f_\lambda^\perp(m + 1, n + 1)f_\lambda(m, n + 1) = f^\perp(m + 1, n + 1)f(m, n + 1)\frac{1}{1-\lambda a(m)},
\]

\[
f_\lambda^\perp(m, n)f_\lambda(m, n + 1) = f^\perp(m, n)f(m, n + 1).
\]

Taking products yields the claim, \( q_\lambda(m, n) = q(m, n)\frac{1-\lambda b(n)}{1-\lambda a(m)}, \) and, as a consequence, \( f_\lambda \) is an isothermic net. \( \diamond \)

5.7.18 Note that the Calapso transformation is a well-defined transformation for Möbius equivalence classes of isothermic nets, as in the smooth case:
The argument here is exactly the same as the one that provided us with the lemma in §5.5.6.

We can also prove a discrete analog of the fact that the Calapso transformation provides a second-order deformation for isothermic surfaces in the smooth case (see §5.5.11): This is another consequence of the equations (5.49). Namely, for any Calapso transform \( f_\lambda = T_\lambda f \) we obtain:

\[
\begin{align*}
& f_\lambda(m,n+1) \parallel T_\lambda(m,n)f(m,n+1) \quad f_\lambda(m+1,n) \parallel T_\lambda(m,n)f(m+1,n) \\
& f_\lambda(m,n) \parallel T_\lambda(m,n)f(m,n) \\
& f_\lambda(m-1,n) \parallel T_\lambda(m,n)f(m-1,n) \quad f_\lambda(m,n-1) \parallel T_\lambda(m,n)f(m,n-1).
\end{align*}
\]

That is, any “vertex star” of \( f_\lambda \) consisting of the center vertex \( f_\lambda(m,n) \) and its four neighbors is Möbius equivalent (via \( T_\lambda(m,n) \)) to the corresponding vertex star of the original isothermic net.

5.7.19 We are now prepared to study the relation between the Darboux and Calapso transformations, to obtain the discrete version of the relation discussed in §5.5.3: In this way we will prove the equivalence of our definition in §5.7.12 and that given in [150]. Thus we want to study the implications of requiring a discrete net \( \hat{f} : \mathbb{Z}^2 \rightarrow \mathbb{H}P^1 \) to satisfy

\[
T_\lambda \hat{f} \equiv \text{const} \in \mathbb{H}P^1,
\]

where \( T_\lambda \) is a Calapso transformation for a discrete isothermic net \( f \). This is equivalent to

\[
\begin{align*}
(T_\lambda \hat{f})(m+1,n) &= T_\lambda(m,n)(1 + \lambda \tau_m(m,n))\hat{f}(m+1,n) \parallel T_\lambda(m,n)\hat{f}(m,n) \quad \Leftrightarrow \quad \hat{f}^\perp(m,n)(1 + \lambda \tau_m(m,n))\hat{f}(m+1,n) = 0, \\
(T_\lambda \hat{f})(m+1,n) &= T_\lambda(m,n)(1 + \lambda \tau_n(m,n))\hat{f}(m,n+1) \parallel T_\lambda(m,n)\hat{f}(m,n) \quad \Leftrightarrow \quad \hat{f}^\perp(m,n)(1 + \lambda \tau_n(m,n))\hat{f}(m,n+1) = 0.
\end{align*}
\]

Writing \( \hat{f} = v_0 + v_\infty \hat{f} \) and \( \hat{f}^\perp = v_0 - \hat{f} \nu_\infty \) in terms of affine coordinates and using the form (5.42) for our retraction form \( \tau \), these equations read

\[
\begin{align*}
0 &= \partial_m \hat{f}(m,n) + \lambda(\hat{f} - \hat{f})(m,n) \partial_m f^*(m,n)(\hat{f} - \hat{f})(m+1,n), \\
0 &= \partial_n \hat{f}(m,n) + \lambda(\hat{f} - \hat{f})(m,n) \partial_n f^*(m,n)(\hat{f} - \hat{f})(m,n+1),
\end{align*}
\]

that is, \( T_\lambda \hat{f} \equiv \text{const} \) if and only if a stereographic projection \( \hat{f} \) of \( \hat{f} \) satisfies the Riccati-type system (5.47) of difference equations. Thus we have proved the following:
5.7.20 Lemma. A discrete net \( \hat{f} : \mathbb{Z}^2 \to \mathbb{H}P^1 \) is a \( D_\lambda \)-transform of an isothermic net \( f \) if and only if \( T_\lambda \hat{f} \equiv \text{const} \), where \( T_\lambda \) denotes the \( T_\lambda \)-transformation of \( f \).

5.7.21 Next we want to see that a Calapso transformation \( T_\lambda \) of a codimension 1 isothermic net \( f : \mathbb{Z}^2 \to S^3 \) can be chosen to fix \( S^3 \): This will become crucial when discussing horospherical nets as a discrete analog of horospherical surfaces. Thus we want to show that \( T_\lambda S^3 \parallel S^3 \), where we identify the 3-sphere with some choice of homogeneous coordinates, \( S^3 \in \mathfrak{H}(\mathbb{H}^2) \cong \mathbb{R}_1^6 \), for the (real) line of quaternionic Hermitian forms that defines the 3-sphere (cf., §4.3.12). To prove this fact we proceed as in the proof of §5.7.16: We show that preserving the 3-sphere is “transported” when integrating (5.48).

Thus we assume that \( T_\lambda(m,n)S^3 \parallel S^3 \) and consider

\[
T_\lambda(m+1,n)S^3 = T_\lambda(m,n)(1 + \lambda \tau_m(m,n))S^3.
\]

Evaluating the quaternionic Hermitian form \((1 + \lambda \tau_m(m,n))S^3\) on \( f(m,n) \) and \( f(m+1,n) \) as a basis of \( \mathbb{H}^2 \), the equations (5.49) yield

\[
(1 + \lambda \tau_m(m,n))S^3(f(m,n),f(m,n)) = \frac{1}{1-\lambda \alpha(m)}S^3(f(m,n),f(m,n)) = 0,
\]

\[
(1 + \lambda \tau_m(m,n))S^3(f(m+1,n),f(m,n)) = \frac{1}{1-\lambda \alpha(m)}S^3(f(m+1,n),f(m,n)), \quad \text{and}
\]

\[
(1 + \lambda \tau_m(m,n))S^3(f(m+1,n),f(m+1,n)) = S^3(f(m+1,n),f(m+1,n)) = 0,
\]

since \( S^3(f,f) \equiv 0 \) when \( f : \mathbb{Z}^2 \to S^3 \) takes values in \( S^3 \). Hence \( T_\lambda(m+1,n) \) preserves,\(^{82}\) with \( T_\lambda(m,n) \) and \((1 + \lambda \tau_m(m,n))\), our 3-sphere \( S^3 \). A similar computation applies to \( T_\lambda(m,n+1) \), and we have proven a discrete version of §5.5.16.

As a trivial consequence, the Calapso transform \( f_\lambda \) of a codimension 1 isothermic net \( f : \mathbb{Z}^2 \to S^3 \) takes, up to Möbius transformation, values in that same 3-sphere. Moreover, the relation between the Darboux and Calapso transformations that we established in §5.7.20 provides us with a similar assertion for the Darboux transforms \( \hat{f} = T^{-1}_\lambda \text{const} \) of \( f \): Choosing \( \text{const} \in S^3 \), the Darboux transform \( \hat{f} \) will take values in \( S^3 \) since \( T^{-1}_\lambda \) preserves, with \( T_\lambda \), our 3-sphere.

Summarizing, we have the following:

5.7.22 Lemma. Let \( f : \mathbb{Z}^2 \to S^3 \) be an isothermic net with values in some 3-sphere \( S^3 \). Then its Calapso transformation \( T_\lambda \) can be chosen to preserve

\(^{82}\) For this conclusion we need the function \( a \) to be real.
that 3-sphere. Moreover, the Calapso transform \( f_\lambda \) and a 3-parameter family of Darboux transforms \( \hat{f} = T^{-1}_\lambda \text{const} \) then takes values in that 3-sphere.

5.7.23 Now we turn to the various permutability theorems for our transformations of discrete isothermic nets — here we will adopt the notation conventions from Section 5.6.

Clearly, the Christoffel transformation is involutive. This follows directly from the defining formulas in §5.7.7 and the fact that the Christoffel transform \( f^* \) of an isothermic net \( f \) with cross-ratios \( q = \frac{a}{b} \) is isothermic with a cross-ratio \( q^* = q \):

5.7.24 Theorem. The Christoffel transformation is involutive, \( C^2 = \text{id} \).

5.7.25 This was the only fact that we used to derive that the Goursat transformations of an isothermic surface behave like the Möbius group in the smooth case (see §5.3.5). Thus we have the same “permutability” behavior in the discrete case:

5.7.26 Theorem. The Goursat transformations act as a group on discrete isothermic nets: \( G_{\mu_1}G_{\mu_2} = G_{\mu_1 \circ \mu_2} \).

5.7.27 To derive the discrete analog of Bianchi’s permutability theorem for the Darboux transformation in §5.6.6, we employ the same method as in the smooth case: Given two Darboux transforms \( \hat{f}_1 = D_{\lambda_1}f \) and \( \hat{f}_2 = D_{\lambda_2}f \) of an isothermic net \( f \), we construct the fourth net \( \hat{f} \) by solving the cross-ratio condition

\[
[f; \hat{f}_1; \hat{f}_1; \hat{f}_2] = \frac{\lambda_2}{\lambda_1}
\]

for \( \hat{f} \) (see (4.27)). Now, restricting our attention to, say, the \( m \)-edges of the four nets, the hexahedron lemma tells us that

\[
[f; \hat{f}_2(m, n); \hat{f}_2(m + 1, n); \hat{f}(m + 1, n); \hat{f}(m, n)] = \lambda_1 a(m) \quad \text{and} \quad [f; \hat{f}_1(m, n); \hat{f}_1(m + 1, n); \hat{f}(m + 1, n); \hat{f}(m, n)] = \lambda_2 a(m)
\]

(see Figure 4.4). Since a similar argument works for the \( n \)-edges of the nets, we learn that \( \hat{f} \) such constructed is a \( D_{\lambda_1} \)-transform of \( \hat{f}_2 \) and a \( D_{\lambda_2} \)-transform of \( \hat{f}_1 \) at the same time and, as such, is an isothermic net with a cross-ratio \( \hat{q} = \hat{q}_1 = \hat{q}_2 = q \):

5.7.28 Theorem. If \( \hat{f}_i = D_{\lambda_i}f, \ i = 1, 2, \) are two Darboux transforms of an isothermic net \( f \), then there is a fourth net \( \hat{f} \), satisfying \([f; \hat{f}_1; \hat{f}; \hat{f}_2] \equiv \frac{\lambda_2}{\lambda_1} \), that is a \( D_{\lambda_2} \)-transform of \( \hat{f}_1 \) and a \( D_{\lambda_1} \)-transform of \( \hat{f}_2 \) at the same time,

\[
D_{\lambda_1}D_{\lambda_2} = D_{\lambda_2}D_{\lambda_1}.
\]
5.7.29 Next we want to obtain the 1-parameter group property for the Calapso transformation (compare §5.5.9): If $T_{\lambda_1}$ is the $T_{\lambda_1}$-transformation for an isothermic net $f$ and $T_{\lambda_2}^{\lambda_1}$ denotes the $T_{\lambda_2}$-transformation for the Calapso transform $f_\lambda = T_{\lambda} f$ of $f$, then $T_{\lambda_2}^{\lambda_1} \circ T_{\lambda_1}$ gives the $T_{\lambda_1+\lambda_2}$-transformation for $f$. Thus we want to show that $T_{\lambda_2}^{\lambda_1} \circ T_{\lambda_1}$ satisfies the system (5.48) defining the Calapso transformation with $\lambda_1 + \lambda_2$ as a parameter. Employing the fact that $T_{\lambda_2}^{\lambda_1} \circ T_{\lambda_1}$ satisfies (5.48) with retraction forms $\tau$ and $\tau^{\lambda_1}$ of $f$ and $f_{\lambda_1}$, respectively, this reduces to

$$T_{\lambda_2}^{\lambda_1} (1 + \lambda_2 \tau_m^{\lambda_1}) T_{\lambda_1} (1 + \lambda_1 \tau_m) \overset{!}{=} T_{\lambda_2}^{\lambda_1} T_{\lambda_1} (1 + (\lambda_1 + \lambda_2) \tau_m) \quad \text{and} \quad T_{\lambda_2}^{\lambda_1} (1 + \lambda_2 \tau_n^{\lambda_1}) T_{\lambda_1} (1 + \lambda_1 \tau_n) \overset{!}{=} T_{\lambda_2}^{\lambda_1} T_{\lambda_1} (1 + (\lambda_1 + \lambda_2) \tau_n).$$

Evaluating both sides of the first equation on $f(m,n)$ and $f(m+1,n)$, as a basis of $H^2$, and the second equation on $f(m,n)$ and $f(m,n+1)$, our eigenvector equations (5.49) provide the desired result since $a^{\lambda_1} = \frac{a}{1-\lambda_1 a}$, and likewise for $b^{\lambda_1}$ (see §5.7.16). To ensure regularity we have to require, for all $m,n \in \mathbb{Z}$,

$$\lambda_1 \neq \frac{1}{a(m)} \quad \text{and} \quad \lambda_2 \neq \frac{1}{a^{\lambda_1}(m)} \iff \lambda_1 + \lambda_2 \neq \frac{1}{a(m)},$$

$$\lambda_1 \neq \frac{1}{b(n)} \quad \text{and} \quad \lambda_2 \neq \frac{1}{b^{\lambda_1}(n)} \iff \lambda_1 + \lambda_2 \neq \frac{1}{b(n)}.$$

Thus we have proved the following discrete analog of §5.5.9, where, for simplicity of notation, we drop the superscript of the second transformation:

5.7.30 Theorem. If $T_{\lambda_1}$ and $T_{\lambda_2}$ denote the Calapso transformations for an isothermic net $f$ and its $T_{\lambda_1}$-transform $f_{\lambda_1} = T_{\lambda_1} f$, respectively, then

$$T_{\lambda_2} T_{\lambda_1} = T_{\lambda_1+\lambda_2}$$

is the $T_{\lambda_1+\lambda_2}$-transformation for $f$; here, choosing $\lambda_1, \lambda_1 + \lambda_2 \neq \frac{1}{a(m)}, \frac{1}{b(n)}$ for all $m,n \in \mathbb{Z}$ ensures that the occurring transformations are regular.

5.7.31 Now we turn to the permutability theorems that intertwine different isothermic transformations. First we address the permutability of the Christoffel and Darboux transformations given, in the smooth case, in §5.6.3. Thus let $f$ denote an isothermic net with Christoffel and $D_\lambda$-transform $\hat{f}$, and consider $\hat{f}^* := f^* + \frac{1}{\lambda}(\hat{f} - f)^{-1}$. Then, employing the Riccati system (5.47) for $\hat{f}$,

$$\partial_m (\hat{f}^* - f^*)(m,n) = -\partial_m f^*(m,n) + \lambda \frac{1}{\lambda}(\hat{f} - f)^{-1}(m,n) \partial_m f(m,n)[\frac{1}{\lambda}(\hat{f} - f)^{-1}](m+1,n),$$

$$\partial_n (\hat{f}^* - f^*)(m,n) = -\partial_n f^*(m,n) + \lambda \frac{1}{\lambda}(\hat{f} - f)^{-1}(m,n) \partial_n f(m,n)[\frac{1}{\lambda}(\hat{f} - f)^{-1}](m,n+1),$$

(5.50)
that is, \( \hat{f}^* \) satisfies the Riccati system — here we use \( f = f^{**} \) from §5.7.24 — and is therefore a Darboux transform of \( f^* \). On the other hand, using the symmetry of (5.47) in the endpoints of corresponding edges of an isothermic net and its Darboux transform, (5.50) together with the Riccati system for \( \hat{f} \) yields

\[
(\partial_m \hat{f})(\partial_n \hat{f}^*) = (\hat{f} - f)^{-1}(\partial_m f^*)(\partial_n f)(\hat{f} - f) = a \quad \text{and} \quad (\partial_n \hat{f})(\partial_n \hat{f}^*) = (\hat{f} - f)^{-1}(\partial_n f^*)(\partial_n f)(\hat{f} - f) = b,
\]

so that \( \hat{f}^* \) is identified as the Christoffel transform of \( f \) by (5.43). Thus, completely analogous to the smooth case, we have:

**5.7.32 Theorem.** If \( f^* \) and \( \hat{f} \) denote the Christoffel transform and a \( D_\lambda \)-transform of an isothermic net \( f : \mathbb{Z}^2 \to \mathbb{H} \), then \( \hat{f}^* = f^* + \frac{1}{\lambda}(\hat{f} - f)^{-1} \) is a \( D_\lambda \)-transform of \( f^* \) and the Christoffel transform of \( \hat{f} \) at the same time,

\[
CD_\lambda = D_\lambda C.
\]

**5.7.33** Most important for the study of horospherical nets will be the effect of the Calapso transformation on Christoffel or Darboux pairs, respectively. Again, a proof can be carried out entirely analogously to the smooth case in §5.6.10: There, the key observation was that, writing the discrete isothermic net \( f = v_0 + v_\infty f \) and its Christoffel transform \( f^* := v_0 + v_\infty f^* \) in terms of affine coordinates, the Calapso transformation \( T^*_\lambda \) of \( f^* \) is given by

\[
T^*_\lambda = T_\lambda(v_\infty v_\infty + \lambda(v_0 + v_\infty f)(v_0 - f^* v_\infty)) = T_\lambda(v_\infty v_\infty + \lambda f f^* \perp). \quad (5.51)
\]

As in the smooth case, it is straightforward to verify that \( T^*_\lambda \) defined in this way integrates the retraction form

\[
\tau^*_m(m,n) = f^*(m,n) \partial_m f(m,n) f^* \perp(m + 1, n), \quad \tau^*_n(m,n) = f^*(m,n) \partial_n f(m,n) f^* \perp(m, n + 1)
\]

of \( f^* \), given as in (5.42):

\[
\tau_m(m,n)(v_\infty v_\infty + \lambda f f^* \perp(m + 1, n)) = (v_\infty v_\infty + \lambda f f^* \perp(m, n)) \tau_m(m,n), \quad \tau_n(m,n)(v_\infty v_\infty + \lambda f f^* \perp(m, n + 1)) = (v_\infty v_\infty + \lambda f f^* \perp(m, n)) \tau_n(m,n).
\]

Now, it follows that \( f^*_\lambda = T^*_\lambda f^* = T_\lambda v_\infty \), so that \( T^{-1}_\lambda f^*_\lambda \equiv const \). On the other hand, by §5.7.30, \( T^{-1}_\lambda = T_{-\lambda} \) is the \( T_{-\lambda} \)-transform of \( f_\lambda \), so that we deduce with §5.7.20 that \( f^*_\lambda \) is a \( D_{-\lambda} \)-transform of \( f_\lambda \). This provides a slight variation of our proof in the smooth case, which we gave in the context of the curved flat \(^{83}\) approach to the Calapso transformation in §5.5.20.

\(^{83}\) This would also be a good point at which to discuss a discrete version of the curved flat approach to isothermic surfaces (cf., [150]). We leave it as an exercise for the reader.
For the converse, that the $T_\lambda$-transforms of a $D_\lambda$-pair of isothermic nets can be stereographically projected to give a Christoffel pair of isothermic nets in $H$, we refer the reader to our proof in the smooth case (see §5.6.11): It may serve the reader as an exercise to verify the claim for the discrete case.

Anyway, we have the following permutability, as in §5.6.10:

**5.7.34 Theorem.** *The $T_\lambda$-transforms of the members of a Christoffel pair $(f^*, f)$ of isothermic nets in a Euclidean space form, if properly positioned in the conformal 4-sphere, a $D_{-\lambda}$-pair. Conversely, the $T_\lambda$-transforms of a $D_\lambda$-pair $(\hat{f}, f)$ of isothermic nets in the conformal 4-sphere form, after suitable stereographic projection, a Christoffel pair in Euclidean 4-space:*

$$T_\lambda C = D_{-\lambda}T_\lambda \quad \text{and} \quad T_\lambda D_\lambda = C T_\lambda.$$  

**5.7.35** As in §5.6.15, this theorem can be “generalized” to obtain a permutability that intertwines the Darboux and Calapso transformations for different parameters, $\lambda$ and $\mu$: To prove that theorem, we only used properties of the Darboux and Calapso transformations that we also proved in the discrete case by now. Hence the proof is also valid in the current setup:

$$T_\lambda D_\mu T_{\lambda^{-1}} = T_{\lambda^{-1}} T_\mu D_\mu T_{\mu^{-1}} T_{\lambda^{-1}} = T_{\lambda^{-1}} C T_{\lambda^{-1}} = D_{\mu^{-1}} C.$$

We also obtain the very same formula for $\hat{T}_\lambda$ as in §5.6.15: If $(\hat{f}, f)$ denotes the original $D_\mu$-pair, then we have

$$\hat{T}_\lambda = T_\lambda (1 - \lambda \mu \mu^{-1}) f (\hat{f}^\perp f)^{-1} \hat{f}^\perp.)$$

Similarly, our permutability scheme in Figure 5.9, showing the intertwining of the Calapso transformation and the permutability scheme for the Darboux and Christoffel transformations, also holds in the discrete setting: It shall be another exercise for the interested reader to verify this claim by carefully analyzing the proof of the smooth version.\(^{85}\) This permutability scheme becomes crucial when discussing the notion of duality, introduced by M. Umehara and K. Yamada in [287], for horospherical nets (see [150]), or for (smooth) horospherical surfaces (see [153]).

Finally, our permutability theorem in §5.7.34 directly provides the discrete analog for our permutability theorem that established the effect of the

---

\(^{84}\) Remember, from §5.7.18, that the Calapso transform of an isothermic net is only well defined up to Möbius transformation (cf., §5.5.6).

\(^{85}\) In fact, our proof in the smooth case is just a smooth version of the proof given in [150].
Calapso transformation on different $D_{\lambda}$-transforms of an isothermic surface (cf., §5.6.20):

**5.7.36 Theorem.** If $\hat{f}_i$, $i = 1, 2$, denote two $D_{\lambda}$-transforms of the same isothermic net $f$, then their $T_{\lambda}$-transforms are, after suitable stereographic projections, Goursat transforms of each other.

Conversely, the $T_{\lambda}$-transforms of two discrete isothermic nets that are Goursat transforms of each other are, when properly positioned, $D_{-\lambda}$-transforms of the same isothermic net, namely, the $T_{\lambda}$-transform of the Christoffel transform of either of the two original nets.

**5.7.37 Example.** To conclude this chapter we are going to discuss a discrete analog of horospherical surfaces in hyperbolic space. Remember that we derived two different characterizations for horospherical surfaces in terms of isothermic transformations: on one hand, as Calapso transforms of minimal surfaces in Euclidean space (see §5.5.29) and, on the other hand, as Darboux transforms of their hyperbolic Gauss maps (see §5.6.13). Thus we have two different options for defining horospherical nets via isothermic transformations — here we want to see that both options provide the same class of isothermic nets.

First we define, with [32], discrete minimal nets via the Christoffel transformation,\(^{86}\) conforming with our characterization for minimal surfaces from §5.2.10:

An isothermic net $f : \mathbb{Z}^2 \to \text{Im} \mathbb{H}$ is called a minimal net if its Christoffel transform $f^*$ is totally umbilic, that is, it takes values in a 2-sphere.

Without loss of generality (this amounts to a choice of factorization $q = a/b$ of the cross-ratios of $f$) we may then assume that $n := f^* : \mathbb{Z}^2 \to S^2$ takes values in the unit sphere — this net will then be called\(^{87}\) the “discrete Gauss map” of the minimal net $f$. In [30], the authors also provided a geometric characterization for these nets that corresponds to the fact that a minimal surface has opposite principal curvatures at any point.

Since the Calapso transformation of a net into a 3-sphere can be chosen to preserve that 3-sphere (see §5.7.22), it also transforms totally umbilic nets into totally umbilic nets — or, otherwise said, the Calapso transformations of a “discrete holomorphic net” are complex (cf., §5.5.27) — because those can be described as nets taking values in the 3-spheres of an elliptic sphere pencil (see Figure T.3). As a consequence, by our permutability theorem in §5.7.34, an isothermic net has a totally umbilic Darboux transform if and only if it is a Calapso transform of a discrete minimal net. Consequently,

\(^{86}\) Note that there are other ways of defining discrete minimal nets, for example, as solutions of a variational problem, as in [223].

\(^{87}\) Note that this discrete Gauss map will be a discrete holomorphic map in the sense of [193].
the two options for defining horospherical nets as a discrete analog of horospherical surfaces via isothermic transformations that we proposed above describe the same class of isothermic nets.

An isothermic net $f : \mathbb{Z}^2 \to S^3$ will be called horospherical if it possesses a totally umbilic $D_\lambda$-transform $n : \mathbb{Z}^2 \to S^2$ or, equivalently, if its $T_\lambda$-transform can be stereographically projected to become a minimal net.

![Calapso transforms of a discrete catenoid](image)

Fig. 5.14. Calapso transforms of a discrete catenoid

The totally umbilic Darboux transform $n$ of a horospherical net provides an analog for the hyperbolic Gauss map, the “discrete hyperbolic Gauss map” of the horospherical net that determines the hyperbolic ambient space for the horospherical net. The minimal Calapso transform $f_\lambda : \mathbb{Z}^2 \to \text{Im} \mathbb{H}$ of a horospherical net will be called its “minimal cousin,” and the Gauss map (Christoffel transform) $n_\lambda$ of this minimal cousin will be its “secondary
Gauss map”: We obtain an entirely analogous situation as in the smooth case (see [42]).

Finally, note that the hyperbolic Gauss map and the parameter $\lambda$ do not determine the horospherical net uniquely: There is a 3-parameter family\(^ {88} \) of $D_\lambda$-transforms of a given isothermic net. The effect on the minimal cousin is a Goursat transformation, as we learned from our permutability theorem in §5.7.36. On the other hand, its secondary Gauss map determines the minimal cousin uniquely, and therefore it determines the horospherical net uniquely up to Möbius transformation, that is, up to identification of the “canonical” ambient hyperbolic space. Also, this behavior conforms with the behavior of smooth horospherical surfaces.

Figure 5.14 shows the Calapso transforms of a discrete catenoid. Similar to the way in which the Enneper cousins in Figure 5.12 were determined by solving a complex version of the linear system for the Calapso transformation (see §5.6.21), here we solved the corresponding discrete system with $-je^{2\pi \frac{m+in}{20}}$ and $e^{-2\pi \frac{m+in}{20}}j$ as a Christoffel pair of “discrete holomorphic functions.”

\(^ {88} \) Corresponding, for example, to a choice of initial value for the system (5.46).
Chapter 6
A Clifford algebra model

In this chapter we make our first contact with the Clifford algebra approach to Möbius geometry. More common than the approach that we discuss here is a use of the Clifford algebra that, in some sense, generalizes the quaternionic model that we discussed in the preceding two chapters — a model that uses “Vahlen matrices,” that is, certain $2 \times 2$ matrices with Clifford algebra entries (see, for example, [47], [189], or [288]). This Vahlen matrix approach will be discussed in the following chapter — as an enhancement of the model presented in this chapter. However, besides the fact that we will use the material from this chapter in the following chapter on Vahlen matrices, the model presented here is of its own interest, as the application to orthogonal systems in Chapter 8 should show; for that reason it got its own chapter. The model that will be presented here is, in some sense, simpler than the Vahlen matrix approach: It is a direct reformulation of the classical model from Chapter 1 using the Clifford algebra $\mathbb{A}R_{n+2}^{1}$ of the space of homogeneous coordinates $\mathbb{R}_{1}^{n+2}$ of the conformal $n$-sphere $S^{n}$ (see §1.1.2). Besides gaining an additional algebraic structure from this, the major achievement will be that (orientation-preserving) Möbius transformations are then described by elements of the spin group $Spin(\mathbb{R}_{1}^{n+2}) \subset \mathbb{A}R_{1}^{n+2}$. These two features will, for example, turn out to be very useful in our discussions of discrete analogs of “Ribaucour pairs” of triply (multiply) orthogonal systems and the related “discrete Ribaucour sphere congruences” in the first part of Chapter 8.

The key point in developing this Clifford algebra model is to interpret certain “pure” elements of the algebra geometrically. For this purpose we will adopt the point of view that the underlying vector space of the Clifford algebra is the exterior, or Grassmann, algebra for which the relation with geometry is well known$^{1}$; see, for example, [63], [155], or Grassmann’s original expositions [130], [133] (cf., [132]; see also [303]). Then, we will replace the exterior product$^{2}$ by the “Clifford product” and study its properties, loosely following [117]. Prepared in this way, it will then be an easy exercise to reformulate many facts from the classical model in terms of the Clifford algebra. In addition, we will derive a formula for the cross-ratio

---

1) However, it is an unfortunate fact that in most modern textbooks on multilinear algebra one can no longer find this relation to geometry — even though it was geometry that led to its discovery, as indicated by the original term “geometric algebra.”

2) Grassmann himself already considered various products for the “geometric algebra,” comprising the interior and exterior products as well as all kinds of combinations of those, including the Clifford product [131] and quaternionic multiplication [134]; see [77] and [76].
of four points in the conformal $n$-sphere as a key ingredient for the theory of discrete orthogonal nets and their Ribaucour transformations, which we will need in Chapter 8.

The contents of this chapter are organized as follows:

**Section 6.1.** Some basic facts on the Grassmann algebra of a vector space are recalled, and notations are fixed.

**Section 6.2.** In this section we introduce the Clifford product on the Grassmann algebra of an inner product vector space, thus giving a definition of the Clifford algebra of this vector space. As an example, we show that the Clifford algebra of the Euclidean plane is isomorphic to the quaternions. Basic algebraic facts are proved, and the commutator and anticommutator are investigated.

**Section 6.3.** Two involutions are introduced on the Clifford algebra: the order involution and the Clifford conjugation. Those become important in order to describe the (twisted adjoint) action of the Clifford group on the underlying vector space. The representation of the Clifford group on the orthogonal group of the vector space is used to show that any element of the Clifford group is the product of vectors.

Then the pin and spin groups are defined, and it is shown that the subgroup $Spin_{1}^{+}(n + 2)$ is the (double) universal cover of the group of orientation-preserving Möbius transformations of $S^{n}$.

**Section 6.4.** The Clifford dual is introduced, and its relation with the Hodge operator is investigated. Representations for points and $k$-dimensional spheres in $S^{n}$ by elements of the Clifford algebra are given; the Clifford dual is used to identify different representatives. The intersection angle of two $k$-spheres in $S^{n}$ is discussed.

**Section 6.5.** A formula for the (complex) cross-ratio of four points in the conformal $n$-sphere is given and interpreted geometrically.

**Section 6.6.** The notion of an envelope is generalized to arbitrary dimensions, and enveloping conditions that make use of the Clifford algebra setup are derived. The notion of a contact element is introduced.

**Section 6.7.** A notion of an adapted frame for a pair consisting of a map into the conformal $n$-sphere and a congruence of $m$-spheres is introduced. The connection form and the compatibility conditions are examined, and the geometry of the occurring forms is discussed.

**Remark.** The reading of this chapter requires knowledge of the classical model of Möbius geometry, as presented in Chapter 1. The material presented here will be used in the following chapter on Vahlen matrices.
6.1 The Grassmann algebra

First we recall a couple of facts about the Grassmann algebra, also known as the “exterior algebra” over an \(m\)-dimensional vector space \(V\): This is a \(2m\)-dimensional vector space \(\Lambda V = \bigoplus_{k=0}^{m} \Lambda^k V\), equipped with the “exterior multiplication” \(\wedge: \Lambda^k V \times \Lambda^l V \to \Lambda^{k+l} V\) such that \(\Lambda^0 V \cong \mathbb{R}\), \(\Lambda^1 V \cong V \subset \Lambda^V\) and the subspaces \(\Lambda^k V \subset \Lambda^V\) are spanned by \(e_{i_1} \wedge \ldots \wedge e_{i_k}\), \(i_1 < \ldots < i_k\), when \((e_1, \ldots, e_m)\) denotes some basis of \(V\). Hence, \(\dim \Lambda^k V = \binom{m}{k}\), so that we have \(\dim \Lambda^V = \sum_k \binom{m}{k} = 2^m\) indeed.

The \(\wedge\)-product is an alternating product, so that the product \(v_1 \wedge \ldots \wedge v_k\) of \(k\) vectors \(v_j = \sum_{i=1}^{m} v_{ij} e_i \in V\), \(i = 1, \ldots, k\), can be expressed in terms of the determinants of \(k \times k\) submatrices of the coefficient matrix,

\[
v_1 \wedge \ldots \wedge v_k = \sum_{i_1 < \ldots < i_k} \det \begin{pmatrix} v_{i_11} & \cdots & v_{i_1k} \\ \vdots & & \vdots \\ v_{i_k1} & \cdots & v_{i_kk} \end{pmatrix} \cdot e_{i_1} \wedge \ldots \wedge e_{i_k}.
\]

Note that \(\Lambda^k V \wedge \Lambda^l V \subset \Lambda^{k+l} V\), which identifies \(\Lambda V\) as a “graded algebra.”

6.1.1 The elements of \(\Lambda^k V \subset \Lambda^V\) are called “\(k\)-vectors,” and \(v \in \Lambda^k V\) is called a “pure \(k\)-vector,” or “blade,” if it can be decomposed as a product of \(1\)-vectors, \(v = v_1 \wedge \ldots \wedge v_k\), \(v_j \in V = \Lambda^1 V\). Note that \(v_1 \wedge \ldots \wedge v_k \neq 0\) if and only if the vectors \(v_j\) are linearly independent.

6.1.2 The link to geometry is given by the following observation: Two pure \(k\)-vectors \(v = v_1 \wedge \ldots \wedge v_k\), \(w = w_1 \wedge \ldots \wedge w_k \in \Lambda^k V\) are linearly dependent (parallel) if and only if the \(k\)-dimensional subspaces spanned by the respective vectors coincide, \(\text{span}\{v_1, \ldots, v_k\} = \text{span}\{w_1, \ldots, w_k\}\) (see [63]). In fact, this was one of the observations that led Grassmann in [130] to introduce his notion of “geometric algebra,” and it is the fact that makes the Grassmann algebra a canonical object to work with in projective geometry (cf., [155]).

As a consequence, we obtain an embedding of the Grassmannian of \(k\)-planes in \(V\) into the projective space \(P\Lambda^k V\) of 1-dimensional subspaces in \(\Lambda^k V\). Note how the “\(\wedge\)-notation” that we occasionally used earlier (see, for example, Figure T.1) has now been supplied with a deeper meaning.

6.1.3 In the case of a 2-vector \(v \in \Lambda^2 V\), decomposability can be detected taking an exterior product\(^3\): \(v\) is decomposable if and only if \(v \wedge v = 0\). This condition is known as the “Plücker relations”; when \(V = \mathbb{R}^4\), that is, for lines in projective 3-space, the Plücker relations become one scalar equation defining the “Plücker quadric” in \(P\Lambda^2 V \cong \mathbb{R}P^5\) (see [161]).

\(^3\) The “only if” part is trivial since \(\wedge\) is an alternating product; for an idea of proof of the “if” part see below.
6.1.4 Given an “inner product\(^4\)” \(\langle \cdot, \cdot \rangle\) on \(V\), there is a canonical extension to the Grassmann algebra given by \(\Lambda^k V \perp \Lambda^l V\) for \(l \neq k\) and, on \(\Lambda^k V\), by
\[
\langle v_1 \wedge \ldots \wedge v_k, w_1 \wedge \ldots \wedge w_k \rangle = \det(\langle v_i, w_j \rangle)_{i,j=1,\ldots,m}.
\]

6.1.5 In case this inner product is positive definite, the length \(|v|\) of a pure \(k\)-vector \(v = v_1 \wedge \ldots \wedge v_k\) is the volume of the parallelotope spanned by the vectors \(v_j\) (see [63]).

However, we will eventually use the Minkowski product on the space \(\mathbb{R}^{n+2}\) of homogeneous coordinates of the classical model space for Möbius geometry — only being interested in the signature of the induced inner product on \(k\)-dimensional subspaces. Thus we note that, in the case of a Minkowski inner product \(\langle \cdot, \cdot \rangle\), the sign of \(|v|^2\), where \(v = v_1 \wedge \ldots \wedge v_k\) is a pure \(k\)-vector, is the signature of the induced metric on \(\text{span}\{v_1, \ldots, v_k\}\).

6.1.6 In the presence of a nondegenerate inner product, the space \(\Lambda^2 V\) can be identified with the orthogonal algebra \(\mathfrak{o}(V)\): Fixing \(v_1, v_2 \in V\),
\[
w \mapsto (v_1 \wedge v_2)(w) := \langle w, v_1 \rangle v_2 - \langle w, v_2 \rangle v_1
\]
assigns\(^5\) a skew-symmetric transformation to \(v_1 \wedge v_2 \in \Lambda^2 V\). Because a basis of \(\Lambda^2 V\) is mapped to a basis of \(\mathfrak{o}(V)\), this map extends to an isomorphism between linear spaces.\(^6\)

6.2 The Clifford algebra

Now let \(V\) be equipped with a (possibly degenerate) inner product \(\langle \cdot, \cdot \rangle\). To obtain the associated Clifford algebra \(\mathcal{A}V\), or algebra of “alternions,” as it is called in some cases (cf., [243]), we equip \(\Lambda V\) (as a vector space) with another product:

6.2.1 Lemma and Definition. An associative product, the Clifford product, \(\cdot : \Lambda V \times \Lambda V \to \Lambda V\), can be uniquely defined by the scalar and vector multiplications
\[
a \cdot v = av = v \cdot a \quad \text{for} \quad a \in \Lambda^0 V, v \in \Lambda^1 V,
v \cdot w = -\langle v, w \rangle + v \wedge w \quad \text{for} \quad v, w \in \Lambda^1 V.
\]
(6.1)

\(^4\) This term was apparently also coined by Grassmann: See [131] for an explanation.

\(^5\) As an exercise, the reader should convince himself that this actually assigns a skew symmetric endomorphism to \(v_1 \wedge v_2\), that is, that the endomorphism does not depend on the representation of \(v_1 \wedge v_2\) as a product of two vectors.

\(^6\) This identification can actually be used to prove that the above Plücker relations indeed characterize decomposable 2-vectors, by using normal forms of normal endomorphisms and the fact that \(v_1 \wedge v_2\) is decomposable if and only if the corresponding endomorphism has rank 2.
The algebra $\mathcal{A}V = (\Lambda V, \cdot)$ is called the Clifford algebra of $(V, \langle \cdot, \cdot \rangle)$.

6.2.2 Proof. It suffices, by bilinearity, to show that (6.1) uniquely defines the products of the elements of a basis of $\Lambda V$. Thus, let $(e_1, \ldots, e_m)$ be an orthonormal basis of $(V, \langle \cdot, \cdot \rangle)$, that is, $\langle e_i, e_j \rangle = \varepsilon_i \delta_{ij}$ with $\varepsilon_i \in \{-1, 0, 1\}$.

Now observe that, by (6.1), scalars commute with vectors while the basis vectors anticommute, $e_i \cdot e_j = e_i \wedge e_j = -e_j \wedge e_i = -e_j \cdot e_i$ for $i \neq j$. Thus, using associativity, the product of any basis elements of $\Lambda V$ becomes

$$(e_{i_1} \wedge \ldots \wedge e_{i_k}) \cdot (e_{j_1} \wedge \ldots \wedge e_{j_l}) = (e_{i_1} \cdot \ldots \cdot e_{i_k}) \cdot (e_{j_1} \cdot \ldots \cdot e_{j_l}) = e_{i_1} \cdot \ldots \cdot e_{i_k} \cdot e_{j_1} \cdot \ldots \cdot e_{j_l},$$

which now can be computed from (6.1) by interchanging vectors until all equal indices have been eliminated and the remaining product has been rearranged to again be one of the basis elements of $\Lambda V$.

Existence is clear — note that the expressions in (6.1) are bilinear. $\triangleleft$

6.2.3 The decomposition $\Lambda V = \bigoplus_{k=0}^{m} \Lambda^k V$, in general, no longer provides a grading for the Clifford algebra $\mathcal{A}V$, $\Lambda^k V \cdot \Lambda^l V \not\subset \Lambda^{k+l} V$. However, from the above proof we learn that $\Lambda^k V \cdot \Lambda^l V \subset A^0 V \subset A^1 V \subset \ldots \subset A^m V = \mathcal{A}V$ with $A^k V = \bigoplus_{j=0}^{k} \Lambda^j V$.

An exception is the case when the scalar product $\langle \cdot, \cdot \rangle \equiv 0$ vanishes identically: In this case, the Clifford algebra becomes the Grassmann algebra, $\mathcal{A}V = \Lambda V$.

6.2.4 Example. As an example, we consider the Clifford algebra of the Euclidean plane $\mathbb{R}^2$: Choosing an orthonormal basis $(e_1, e_2) =: (j, k)$ and denoting $e_1 e_2 =: i$, we have $\mathcal{A}\mathbb{R}^2 = \mathbb{R} \oplus \text{span}\{i, j, k\}$. Computing pairwise products we find

$$jk = i = -kj, \quad ki = j = -ik, \quad ij = k = -ji, \quad \text{and} \quad i^2 = j^2 = k^2 = -1.$$ 

Thus the Clifford algebra $\mathcal{A}\mathbb{R}^2 \cong \mathbb{H}$ is isomorphic to the field of quaternions (cf., [134], [76]).

6.2.5 In our applications we will need to compute Clifford products of nonorthogonal vectors. Thus it will be convenient to have some formulas that give the product of a vector with a pure $k$-vector, generalizing (6.1). The following formulas (from now on we suppress the “.”) are easily verified for orthonormal (basis) vectors: Since the occurring expressions are obviously linear in each entry, this is enough to prove the lemma.
6.2.6 Lemma. For vectors \(v_1, \ldots, v_k, w \in \Lambda^1 V\) we have:

\[
\begin{align*}
    w(v_1 \wedge \ldots \wedge v_k) &= w \wedge v_1 \wedge \ldots \wedge v_k \\
    (v_1 \wedge \ldots \wedge v_k)w &= v_1 \wedge \ldots \wedge v_k \wedge w \\
        &+ \sum_{j=1}^k (-1)^j v_1 \wedge \ldots \wedge \langle w, v_j \rangle \wedge \ldots \wedge v_k, \\
\end{align*}
\]

(6.2)

6.2.7 Thus \(\Lambda^1 V \cdot \Lambda^k V \subset \Lambda^{k-1} V \oplus \Lambda^{k+1} V\), and, depending on \(k\), the \(\Lambda^{k-1} V\)- and \(\Lambda^{k+1} V\)-parts are the symmetric and antisymmetric parts, or vice versa:

\[
\begin{align*}
    w(v_1 \wedge \ldots \wedge v_k) + (v_1 \wedge \ldots \wedge v_k)w &\in \begin{cases} 
        \Lambda^{k+1} V & \text{for } k \equiv 0 \mod 2, \\
        \Lambda^{k-1} V & \text{for } k \equiv 1 \mod 2,
    \end{cases} \\
    w(v_1 \wedge \ldots \wedge v_k) - (v_1 \wedge \ldots \wedge v_k)w &\in \begin{cases} 
        \Lambda^{k-1} V & \text{for } k \equiv 0 \mod 2, \\
        \Lambda^{k+1} V & \text{for } k \equiv 1 \mod 2.
    \end{cases}
\end{align*}
\]

Introducing, for \(v, w \in AV\), the symmetric and skew parts of their product,

\[
\{v, w\} := vw + wv \quad \text{and} \quad [v, w] := vw - wv,
\]

(6.3)

we may reformulate these properties as

\[
\{\Lambda^1 V, \Lambda^k V\} \in \begin{cases} 
        \Lambda^{k+1} V, & \text{if } k \equiv 0 \mod 2, \\
        \Lambda^{k-1} V, & \text{if } k \equiv 1 \mod 2.
    \end{cases}
\]

\[
\Lambda^1 V, \Lambda^k V \in \begin{cases} 
        \Lambda^{k+1} V & \text{for } k \equiv 0 \mod 2, \\
        \Lambda^{k-1} V & \text{for } k \equiv 1 \mod 2.
    \end{cases}
\]

In particular, \(\{v, w\} = -2\langle v, w \rangle\) and \([v, w] = 2v \wedge w\) for \(v, w \in \Lambda^1 V\). Also we derive that, for \(v \in \Lambda^k V\) and \(w \in \Lambda^1 V\), we have

\[
v \wedge w = \begin{cases} 
        \frac{1}{2} \{v, w\} & \text{if } k \equiv 0 \mod 2, \\
        \frac{1}{2} [v, w] & \text{if } k \equiv 1 \mod 2.
    \end{cases}
\]

For the other part of the product we state formulas, for \(k = 2, 3\), similar to the one expressing double cross-products in terms of the scalar product:

\[
\begin{align*}
    [v_1 \wedge v_2, w] &= \{w, v_2\} v_1 - \{w, v_1\} v_2 \quad \text{for } v_1, v_2, w \in \Lambda^1 V, \\
    \{v \wedge v, w\} &= \{v, w\} v - [v, w] \wedge v \quad \text{for } v \in \Lambda^2 V, v, w \in \Lambda^1 V.
\end{align*}
\]

(6.4)

We leave these as an exercise for the reader,\(^7\) as well as the next, which now is a straightforward computation:

\[
\begin{align*}
    \frac{1}{2}(v_1 v_2 v_3 v_4 + v_4 v_3 v_2 v_1) &= v_1 \wedge v_2 \wedge v_3 \wedge v_4 \\
        &+ \frac{1}{4}\{v_1, v_2\}\{v_3, v_4\} - \frac{1}{4}\{v_1, v_3\}\{v_2, v_4\} + \frac{1}{4}\{v_1, v_4\}\{v_2, v_3\}.
\end{align*}
\]

(6.5)

\(^7\) Hint: Prove the second for decomposable 2-vectors \(v = v_1 \wedge v_2\).
Note that this sum of two quadruple products takes values in $\Lambda^0 V \oplus \Lambda^4 V$.

6.2.8 The first of the two formulas (6.4) shows that any $v \in \Lambda^2 V$ defines an endomorphism $\Lambda^1 V \ni w \mapsto [v, w] \in \Lambda^1 V$. Moreover, it is easy to check\(^8\) that

\[
0 = \{[v, v], w\} + \{v, [v, w]\},
\]

\[
[v, v \wedge w] = [v, v] \wedge w + v \wedge [v, w].
\]

The first equation shows that the above endomorphism is skew with respect to $\{\ldots\}$, that is, $[v, \ldots] \in \mathfrak{o}(V)$ when the scalar product $\langle \ldots, \ldots \rangle$ is nondegenerate.

The second equation implies that $[\Lambda^2 V, \Lambda^2 V] \subset \Lambda^2 V$. Combining this with the fact that the commutator $[\ldots, \ldots] : \mathcal{A}V \times \mathcal{A}V \to \mathcal{A}V$ makes the Clifford algebra $\mathcal{A}V$ a Lie algebra — it is straightforward to check the Jacobi identity

\[
0 = [v, [w, x]] + [w, [x, v]] + [x, [v, w]]
\]

for any $v, w, x \in \mathcal{A}V$ — we find that $\Lambda^2 V$ is, equipped with $[\ldots, \ldots]$, a Lie subalgebra. In fact, since we have $[v, [w, v]] - [w, [v, v]] = [[v, w], v]$ for $v, w \in \Lambda^2 V$ and $v \in \Lambda^1 V$, the map $\Lambda^2 V \ni v \mapsto [v, \ldots] \in \mathfrak{o}(V)$ is a Lie algebra homomorphism.

Contemplating the first equation in (6.4) for $v$ being given in terms of an orthonormal basis of $V$ (for the nondegenerate inner product $\langle \ldots, \ldots \rangle$), we see that the homomorphism $v \mapsto [v, \ldots]$ injects. Then, since $\dim \Lambda^2 V = \dim \mathfrak{o}(V)$, it is a Lie algebra isomorphism.

When comparing the first of the two formulas in (6.4) with the one in §6.1.6, all of this is indeed no surprise.

6.3 The spin group

Since we recovered the orthogonal algebra $\mathfrak{o}(V)$ as sitting inside the Clifford algebra, we might expect to find a copy of the orthogonal group in $\mathcal{A}V$: Indeed, we will recover a double cover of the (special) orthogonal group inside $\mathcal{A}V$, the (s)pin group. For a more detailed account of the covered material, see [224].

6.3.1 As a first step, we introduce two involutions on $\mathcal{A}V$:

(i) $v \mapsto \hat{v}$: the “order involution,” an automorphism of $\mathcal{A}V$, and

(ii) $v \mapsto \bar{v}$: the “Clifford conjugation,” an antiautomorphism of $\mathcal{A}V$,

both of which satisfy $\hat{v} = \bar{v} = -v$ for $v \in \Lambda^1 V = V$.

More explicitly, we can define the order involution by

\[
\hat{v} = (-1)^k v \quad \text{for} \quad v \in \Lambda^k V.
\]

\(^8\) The second equation becomes easy when using $v \wedge w = \frac{1}{2} [v, w]$. In fact, it is just a special case of the Jacobi identity on $\mathcal{A}V$, given below.
Clearly, \( v \mapsto \hat{v} \) such defined is linear with eigenvalues \( \pm 1 \) and eigenspaces \( \Lambda^k V \). Fixing an orthonormal basis \( (e_1, \ldots, e_m) \) of \( (V, \langle ., . \rangle) \) and computing \( \hat{(.)} \) of a product of basis elements,

\[
(e_{i_1} \wedge \ldots \wedge e_{i_k}) \cdot (e_{j_1} \wedge \ldots \wedge e_{j_l}) \in \bigoplus_{i \leq k+l, \ i \equiv k+l \mod 2} \Lambda^i V,
\]

we learn that \( \hat{vw} = (-1)^{k+l} \hat{v} \hat{w} \) for \( v \in \Lambda^k V \) and \( w \in \Lambda^l V \). As a consequence, \( v \mapsto \hat{v} \) is verified to be an automorphism of \( AV \), that is,

\[
\hat{vw} = \hat{v} \hat{w} \quad \text{for} \quad v, w \in AV.
\]

The Clifford conjugation, on the other hand, has to act — since it should be an antiautomorphism, that is, \( vw = \bar{w} \bar{v} \) for \( v, w \in AV \) — on the basis elements by

\[
(e_{i_1} \wedge \ldots \wedge e_{i_k}) = (e_{i_1} \cdot \ldots \cdot e_{i_k}) = (\bar{e}_{i_k} \cdot \ldots \cdot \bar{e}_{i_1}) = (-1)^{\frac{k(k+1)}{2}} (e_{i_1} \wedge \ldots \wedge e_{i_k}),
\]

which uniquely fixes \( v \mapsto \bar{v} \) as an endomorphism:

\[
\bar{v} = (-1)^{\frac{k(k+1)}{2}} v \quad \text{for} \quad v \in \Lambda^k V.
\]

Note that both maps \( v \mapsto \hat{v} \) and \( v \mapsto \bar{v} \) are involutions, that is, \( \hat{\hat{v}} = v = \bar{\bar{v}} \) for all \( v \in AV \).

**6.3.2** Now suppose that the inner product \( \langle ., . \rangle \) on \( V \) is nondegenerate. We consider the “Clifford group\(^9\)”

\[
\Gamma(V) := \{ s \in AV \mid s^{-1} \text{ exists and } sV\hat{s}^{-1} \subset V \}
\]

acting on \( V \) via the “twisted adjoint action” \( (s, v) \mapsto r(s)v := sv\hat{s}^{-1} \). Now

\[
(r(s)v)^2 = -(sv\hat{s}^{-1})(sv\hat{s}^{-1}) = -sv\hat{s}^{-1}\hat{s}v\hat{s}^{-1} = v^2,
\]

showing that \( \Gamma(V) \) acts on \( V \) by isometries. In particular, since \( \langle ., . \rangle \) is non degenerate, each \( r(s) \) is an orthogonal automorphism (with respect to the linear structure on \( V = \Lambda^1 V \)), that is, \( r : \Gamma(V) \to O(V) \).

\(^9\) Clearly, \( \Gamma(V) \) is closed under multiplication; since \( (r(s))^{-1} = r(s^{-1}) \), it is also closed under taking inverses.
Clearly, \( r : \Gamma(V) \to O(V) \) is a representation of \( \Gamma(V) \), that is, \( r \) is a group homomorphism, \( r(\bar{s}s) = r(\bar{s}) \circ r(s) \) for all \( s, \bar{s} \in \Gamma(V) \).

Next we want to determine the kernel of this representation: Thus we seek those \( s \in \Gamma(V) \) that satisfy

\[
sv = v\bar{s} \iff \begin{cases} [s + \bar{s}, v] = 0 \\ [s - \bar{s}, v] = 0 \end{cases} \tag{6.6}
\]

for all \( v \in \Lambda^1 V \), where the equivalence is obtained by taking \( (\cdot) \) of the equation and adding and subtracting the two equations obtained. Note that \( v \mapsto \bar{s} \) has the even, respectively odd, grades of \( \Lambda V = \bigoplus_{k=0}^m \Lambda^k V \) as its +1- and −1-eigenspaces. Since \( \{\Lambda^1 V, \Lambda^k V\} \subset \Lambda^{k-1} V \) for odd \( k \) and \( [\Lambda^1 V, \Lambda^k V] \subset \Lambda^{k-1} V \) for even \( k \), we find that \( s - \bar{s} = 0 \) and \( s + \bar{s} \in \Lambda^0 V \), by staring at (6.2).

We summarize these results in the following

**6.3.3 Lemma.** The map \( r : \Gamma(V) \to O(V) \), \( (s, v) \mapsto r(s)v = sv\bar{s}^{-1} \), is a representation of the Clifford group with kernel \( \Lambda^0 V \setminus \{0\} \cong \mathbb{R} \setminus \{0\} \).

**6.3.4 Example.** As an important example we examine the orthogonal transformation given by \( r(s) \), where \( s \in \Lambda^1 V = V \): First note that \( s^{-1} \) exists as soon as \( |s|^2 = -s^2 \neq 0 \) since, in this case, \( s^{-1} = -\frac{1}{|s|^2} s \). Then

\[
\begin{align*}
\text{r(s)v} &= -svs^{-1} = \frac{1}{|s|^2} svsv = \frac{1}{|s|^2} (-v s^2 + \{s, v\} s) = v - \frac{2}{|s|^2} \langle v, s \rangle s
\end{align*}
\]

is the reflection in the hyperplane \( s^\perp \subset V \).

**6.3.5** As for §1.3.17, we can now employ a result from linear algebra, saying that any pseudoorthogonal transformation on \( \mathbb{R}^m_j \) is a composition of at most \( m \) reflections in nondegenerate hyperplanes (cf., [66]), to state that any element \( s \in \Gamma(V) \) of the Clifford group is a product of at most \( m \) (where \( m = \dim V \)) nonisotropic vectors \( s_i \in \Gamma(V) \cap \Lambda^1 V \). Because we assumed the inner product \( \langle \cdot, \cdot \rangle \) on \( V \) to be nondegenerate, we have \( \langle V, \langle \cdot, \cdot \rangle \rangle \cong \mathbb{R}^m_j \) with some signature \( 0 \leq j \leq m \). Thus there are nonisotropic \( s_i \in V \), \( i \leq k \leq m \) and \( s_i^2 \neq 0 \), so that

\[
r(s) = r(s_1) \circ \ldots \circ r(s_k) = r(s_1 \ldots s_k).
\]

And, since the kernel of \( r : \Gamma(V) \to O(V) \) is just \( \mathbb{R} \setminus \{0\} \), we conclude that \( s = \lambda s_1 \ldots s_k \) for some \( \lambda \in \mathbb{R} \setminus \{0\} \). Hence, after possibly replacing \( s_1 \) by \( \lambda s_1 \), we obtain

**6.3.6 Lemma.** Any element \( s \in \Gamma(V) \), \( s \notin \mathbb{R} \setminus \{0\} \), of the Clifford group is the product \( s = s_1 \ldots s_k \) of \( k \leq m = \dim V \) vectors \( s_i \in \Gamma(V) \), \( 1 \leq i \leq k \).
6.3.7 With this we now find that
\[ \bar{s} s = (s_1 \cdots s_k) (s_1 \cdots s_k) = \bar{s}_k \cdots \bar{s}_1 \cdot s_1 \cdots s_k = \prod_{i=1}^{k} |s_i|^2 \in \mathbb{R} \setminus \{0\}. \] (6.7)
Thus “normalizing” the elements of the Clifford group imposes one real condition; in this way we obtain the pin and spin groups of \((V, \langle \cdot, \cdot \rangle)\):

\[
\begin{align*}
Pin(V) & := \{ s \in \Gamma(V) | \bar{s} s = \pm 1 \}, \\
Spin(V) & := \{ s \in Pin(V) | \hat{s} = s \}.
\end{align*}
\]

By §6.3.6 we can write an element \(s \in Pin(V)\) as a product \(s = s_1 \cdots s_k\) of vectors; from (6.7) we learn that the \(s_i\)'s can be chosen in \(Pin(V)\), \(s_i^2 = \pm 1\). Moreover, since \(\hat{s} = (s_1 \cdots s_k) = \hat{s}_k \cdots \hat{s}_1 = (-1)^k s_1 \cdots s_k\), any element \(s \in Spin(V)\) is an even product of vectors \(s_i, s_i^2 = \pm 1\). As a consequence, the corresponding orthogonal transformation \(r(s) \in SO(V)\) is orientation-preserving.

We collect these results in a corollary, including the obvious consequence that the “normalization” in the definition of \(Pin(V)\) has on the kernel of the restriction of the representations \(r : Pin(V) \to O(V)\) of the pin group and \(r : Spin(V) \to SO(V)\) of the spin group, respectively:

**6.3.8 Corollary.** Any element \(s \in Pin(V)\), or \(s \in Spin(V)\), is the product\(^{10}\) of \(k \leq m = \dim V\) vectors \(s_i, s_i^2 = \pm 1\), where \(k \equiv 0 \mod 2\) is even when \(s \in Spin(V)\):

\[
\begin{align*}
Pin(V) & = \{ \prod_{i=1}^{k} s_i | s_i \in V, s_i^2 = \pm 1 \}, \\
Spin(V) & = \{ \prod_{i=1}^{2k} s_i | s_i \in V, s_i^2 = \pm 1 \}.
\end{align*}
\]

Moreover, the (twisted for \(Pin(V)\): \(r\) is not twisted in case of \(Spin(V)\) where \(\hat{s} = s\) ) adjoint actions

\[
\begin{align*}
r : Pin(V) & \to O(V), \quad s \mapsto [V \ni v \mapsto sv\hat{s}^{-1} \in V] \quad \text{and} \\
r : Spin(V) & \to SO(V), \quad s \mapsto [V \ni v \mapsto sv\hat{s}^{-1} \in V]
\end{align*}
\]

define representations of \(Pin(V)\) and \(Spin(V)\), respectively, with kernel \(\pm 1\).

6.3.9 Finally, we compute the Lie algebras of \(Pin(V)\) and \(Spin(V)\), that is, their tangent space(s) at \(s = 1\). For that purpose, let \(s = s(t), t \in (-\varepsilon, \varepsilon)\),

\(^{10}\) The empty product is defined to be \(\prod_{i=1}^{0} s_i := 1\).
be a curve with $s(0) = 1$ in $Pin(V)$, or $Spin(V)$; let $v \in V$ denote any vector and $v(t) := r(s(t))v$, so that $v(0) = v$. Then

$$v' = s'v(\hat{s}(0))^{-1} - s(0)v(\hat{s}(0))^{-1}\hat{s}'(\hat{s}(0))^{-1} = s'v - v\hat{s}', \quad (6.8)$$

where $(.)'$ denotes the derivative at $t = 0$. Taking $(\cdot)$ of (6.8) and taking sum and difference of the two equations\(^{11}\) we obtain

$$\{s' - \hat{s}', v\} = 0 \quad \text{and} \quad [s' + \hat{s}', v] = 2v' \in V = \Lambda^1V.$$  

Using a similar argument as the one we used to determine the kernel of $r$ from (6.6), we deduce that $\hat{s}' = s'$ and $s' \in \mathcal{A}^2V$. On the other hand,

$$0 = (ss)' = \hat{s}' + s',$$

so that $s'$ must be in the $-1$-eigenspace of $(\cdot)$; hence $s' \in \Lambda^2V$ by §6.3.1.

Thus we have proved that the Lie algebra of $Pin(V)$, as well as that of $Spin(V)$, is $\Lambda^2V$. Moreover, the differential $d_1r : \Lambda^2V \to \mathfrak{o}(V)$ of the (twisted) adjoint representation is exactly the Lie algebra isomorphism considered in §6.2.8. As a consequence, the (identity components of the) two groups $Spin(V)$ and $SO(V)$ are locally isomorphic (see [140]). In fact, $r : Spin(V) \to SO(V)$ is a double cover of $SO(V)$ since its kernel is $\pm 1$.

**6.3.10 Theorem.** If $V$ carries a nondegenerate inner product $\langle \cdot, \cdot \rangle$, then the adjoint representation

$$r : Spin(V) \to SO(V), \quad s \mapsto r(s) = [v \ni V \mapsto sv{s}^{-1} \in V]$$

is a double cover of $SO(V)$ with differential

$$d_1r : \mathfrak{spin}(V) = \Lambda^2V \to \mathfrak{o}(V), \quad v \mapsto d_1r(v) = [v, \cdot].$$

**6.3.11** One can say more in the cases $(V, \langle \cdot, \cdot \rangle) = \mathbb{R}^m_k$, $m \geq 3$ and $k \in \{0, 1\}$, which are of particular interest to us. Then the groups $Spin(\mathbb{R}^m)$ and

$$Spin^+(\mathbb{R}^m_1) := \{s \in Spin(\mathbb{R}^m_1) | \bar{s}s = +1\}$$

are simply connected (see [189]), so that they are, in fact, the double universal covers of the (identity components of the) respective orthogonal groups $SO(m)$ and $SO^+_1(m)$, the group of orientation- and time orientation—preserving Lorentz transformations. But $SO^+_1(n + 2)$ is just the group of orientation-preserving M"{o}bius transformations of the conformal $n$-sphere\(^{12}\):

**6.3.12 Theorem.** The group $Spin^+_1(n + 2) := Spin^+(\mathbb{R}^n_{1+2})$ is the double, universal cover of the group of orientation-preserving M"{o}bius transformations.

\(^{11}\) This argument becomes unnecessary in the $Spin(V)$ case since, in this case, $\hat{s}' = s'$, anyway.

\(^{12}\) See §1.3.14: Here we can argue that any orientation-preserving M"{o}bius transformations is generated by an even number of inversions (cf., §1.3.17), just as any Lorentz transformation in $SO^+_1(n + 2)$ can be generated by an even number of reflections in Minkowski hyperplanes.
6.4 Spheres and the Clifford dual

After these preparations, we now want to return to our mission: to establish a Clifford algebra model for Möbius geometry. We already saw in the previous section how the group of (orientation-preserving) Möbius transformations appears in this context via the spin group $Spin_1^+(n+2)$. Also, points and hyperspheres can be described, just as in the classical model, by isotropic and spacelike vectors. However, by our discussions on the “geometric algebra” in §6.1.2, spheres of any dimension $k$ can now be described as decomposable spacelike $(n-k)$-vectors or, equivalently, as timelike $(k+2)$-vectors (see Figures T.1 and T.4). Before proceeding to a description of the incidence relation and the intersection angle of spheres, we want to discuss a map $\Lambda_{n-k} V \rightarrow \Lambda_{k+2} V$ that realizes the identification between both descriptions: the “Clifford dual.”

Having this in mind, we stay for some more paragraphs with the general setup.

6.4.1 Thus let $\langle ., . \rangle$ denote a nondegenerate inner product on $V$, and let $(e_1, \ldots, e_m)$ be an orthonormal basis of $V$. We define

$$v := e_1 \cdots e_m = e_1 \wedge \cdots \wedge e_m \in \Lambda^m V.$$ 

Clearly, $v$ has unit length, $\bar{v} v = \pm 1$, where the sign depends on the signature that the inner product $\langle ., . \rangle$ has on the 1-dimensional space $\Lambda^m V$. Note that this condition determines $v$ uniquely up to sign.

Choosing a different orthonormal basis, $\tilde{e}_i = A e_i$ with $A \in O(V)$, we obtain

$$\tilde{v} = A e_1 \wedge \ldots \wedge A e_m = \det A \cdot v = \pm v.$$ (6.9)

In particular, we may fix an orientation on $(V, \langle ., . \rangle)$ by choosing a sign for the “reference volume” $v$. Finally, we compute

$$v^2 = (e_1 \cdots e_m)^2 = (-1)^{m(m-1)/2} \prod_{i=1}^m e_i^2 = (-1)^{m(m+1)/2} \bar{v} v.$$ (6.10)

6.4.2 Now let $j \mapsto i_j$ be a permutation of $\{1, \ldots, m\}$ such that $i_1 < \ldots < i_k$ and $i_{k+1} < \ldots < i_m$. Given the corresponding basis element $e_{i_1} \wedge \ldots \wedge e_{i_k}$ in $\Lambda^k V$, the product

$$v \cdot (e_{i_1} \wedge \ldots \wedge e_{i_k}) = e_1 \cdots e_m \cdot e_{i_1} \cdots e_{i_k} = \pm e_{i_{k+1}} \wedge \ldots \wedge e_{i_m} \in \Lambda^{m-k} V.$$ 

Because we have $v^2 = \pm 1$, multiplication with $v$ yields an isomorphism $\Lambda^k V \rightarrow \Lambda^{m-k} V$ for each $k = 0, \ldots, m$:

6.4.3 Lemma and Definition. The map $v : \Lambda^k V \rightarrow \Lambda^{m-k} V$, $v \mapsto v v$, is an isomorphism, called the Clifford dual.
6.4.4 Example. The Clifford dual is very similar to the Hodge-\(\star\) operator, or “Hodge dual,” that is defined by the equation

\[ v \wedge \star w = \langle v, w \rangle v \]

for \(v, w \in \Lambda^k V\) (cf., [189]). The Hodge operator also provides isomorphisms 
\[ \star : \Lambda^k V \rightarrow \Lambda^{m-k} V. \] 
However, in contrast to (6.10), its square becomes 
\[ \star^2 = (-1)^{k(m-k)} \] 
on \(\Lambda^k V\) (see [298]).

As an example, we consider the Clifford algebra \(\mathcal{A}\mathbb{R}^2\) of the Euclidean 2-plane (cf., §6.2.4). Choosing an orthonormal basis \((e_1, e_2)\) of \(\mathbb{R}^2\), we have 
\[ v = e_1 e_2. \]
Then \(|v|^2 = 1\) and \(v^2 = (-1)^3 = -1\). Now
\[ \star 1 = v, \quad \star e_1 = e_2, \quad \star e_2 = -e_1, \quad \text{and} \quad \star v = 1; \]
\[ v 1 = v, \quad ve_1 = e_2, \quad ve_2 = -e_1, \quad \text{but} \quad vv = -1. \]
Thus the Clifford dual differs from the Hodge dual by a sign on some \(\Lambda^k V\).

It shall be left to the reader as an exercise to determine the relation in the general situation.

6.4.5 Finally, as an important step toward the identification of the two descriptions of spheres of higher codimension, we examine the effect of the Clifford dual on a nonisotropic pure \(k\)-vector \(v\): First note that, since \(v\) is pure, it determines a \(k\)-dimensional subspace of \(V\), with a nondegenerate metric since \(v\) is nonisotropic. Hence we can choose an orthonormal basis \((e_1, \ldots, e_k)\) of that subspace to obtain \(v = \lambda e_1 \cdots e_k\) with some \(\lambda \in \mathbb{R} \setminus \{0\}\). Extending that basis to a positively oriented orthonormal basis \((e_1, \ldots, e_m)\) of \(V\), we obtain (cf., (6.9))

\[ v = e_1 \cdots e_m, \quad \text{so that} \quad vv = \pm \lambda e_{k+1} \cdots e_m \]

is again a pure \((m - k)\)-vector and nonisotropic since \(|vv|^2 = |v|^2|v|^2\).

6.4.6 Lemma. Let \(v \in \Lambda^k V\) be a nonisotropic pure \(k\)-vector. Then its Clifford dual \(\nu v \in \Lambda^{m-k} V\) is a nonisotropic pure \((m - k)\)-vector, with \(|\nu v|^2 = |v|^2|v|^2\), that represents the orthogonal complement of the subspace represented by \(v\).

6.4.7 To apply these results to Möbius geometry, let \((V, \langle., .\rangle) = \mathbb{R}^{n+2}_1\) now be the space of homogeneous coordinates of the classical model (see §1.1.2). From Figure T.1 we read off that isotropic vectors \(p \in \Lambda^1 \mathbb{R}^{n+2}_1\), \(p^2 = 0\), represent the points of \(S^n\), and spacelike \(k\)-blades \(s \in \Lambda^k \mathbb{R}^{n+2}_1\), \(ss > 0\), give the \((n-k)\)-dimensional spheres in the conformal \(n\)-sphere \(S^n\). Hyperspheres are obtained as the special case of spacelike 1-vectors \(s \in \Lambda^1 \mathbb{R}^{n+2}_1\), \(s^2 < 0\).

Equivalently, a \(k\)-dimensional sphere in \(S^n\) can be given by the Minkowski \((k + 2)\)-plane spanned by \(k + 2\) points of the sphere in “general position.”
that is, by a pure timelike \((k + 2)\)-vector \(\tilde{s} = p_1 \wedge \ldots \wedge p_{k+2} \in \Lambda^{k+2} R_1^{n+2}\). Remember that this \((k + 2)\)-plane is just the orthogonal complement of the above spacelike \((n - k)\)-plane, which can be interpreted as the family of all hyperspheres that contain \(s\) as a subset.

The identification of both representations can be given in terms of the Clifford dual: \(\tilde{s} \in \Lambda^{k+2} R_1^{n+2}\) and \(s = v\tilde{s} \in \Lambda^{n-k} R_1^{n+2}\) represent the same \(k\)-sphere in \(S^n\), by our lemma in §6.4.6.

**6.4.8 Lemma.** The points and \(k\)-dimensional spheres in the conformal \(n\)-sphere \(S^n\) are represented by

- isotropic 1-vectors \(p \in \Lambda^1 R_1^{n+2} \setminus \{0\}, p^2 = 0\);
- spacelike pure \((n - k)\)-vectors \(s \in \Lambda^{n-k} R_1^{n+2}\), \(|s|^2 = \tilde{s}s > 0\);
- timelike pure \((k + 2)\)-vectors \(\tilde{s} = vs \in \Lambda^{k+2} R_1^{n+2}\), \(|\tilde{s}|^2 = |vs|^2 < 0\).

**6.4.9** Note that sphere pencils and complexes (see Figure T.1) also fit into this setup: Any sphere complex is given by a vector \(K \in \Lambda^1 R_1^{n+2} \setminus \{0\}\) and any pure 2-vector \(s \in \Lambda^2 R_1^{n+2} \setminus \{0\}\) determines a sphere pencil — elliptic, parabolic, or hyperbolic, depending on the sign of \(|s|^2\) (see §1.2.1).

In the elliptic and hyperbolic cases we already know by §6.4.6 that the Clifford duals \(vK\) and \(vs\) provide pure \(n\)- and \((n + 1)\)-vectors that give the orthogonal complements of the respective subspaces.

For the parabolic cases, an analog of the lemma in §6.4.6 can be proven by using a pseudo-orthogonal basis: Suppose \(s \in \Lambda^{k+1} R_1^{n+2} \setminus \{0\}\) is an isotropic pure \((k + 1)\)-vector, \(|s|^2 = 0\); then choose an orthogonal basis \((p, s_1, \ldots, s_k)\) with \(p^2 = 0\) and \(s_i^2 = -1\) for the corresponding subspace of \(R_1^{n+2}\) and extend it to a pseudo-orthonormal basis \((p, s_1, \ldots, s_k, s_{k+1}, \ldots, s_n, \hat{p})\) of \(R_1^{n+2}\),

\[
s_i^2 = -1, \quad s_i \perp s_j (i \neq j), \quad p^2 = \hat{p}^2 = 0, \quad p\hat{p} + \hat{p}p = 1, \quad \text{and} \quad p, \hat{p} \perp s_i.
\]

Then we have \(s \parallel p \cdot s_1 \cdots s_k\) and \(v = \pm (p - \hat{p})(p + \hat{p})s_1 \cdots s_n\), and we deduce

\[
\begin{align*}
vs & \parallel (p\hat{p} - \hat{p}p)s_1 \cdots s_n \cdot p s_1 \cdots s_k = \pm p\hat{p}ps_{k+1} \cdots s_n \\
& = \pm (p\hat{p}p + \hat{p}pp)s_{k+1} \cdots s_n = \pm ps_{k+1} \cdots s_n
\end{align*}
\]

since \(p^2 = 0\). Thus we have proved the following isotropic version of §6.4.6, which will also be of interest in the context of contact elements in the conformal \(n\)-sphere:

**6.4.10 Lemma.** Let \(s \neq 0\) be an isotropic pure \((k + 1)\)-vector. Then its Clifford dual \(vs\) is an isotropic pure \((n - k + 1)\)-vector that represents the orthogonal complement of the subspace represented by \(s\).

**6.4.11** Our next issue is to analyze incidence and intersection of spheres.
As in the classical model, the (unoriented) intersection angle $\alpha \in [0, \pi/2]$ of two hyperspheres $s, \tilde{s} \in S_1^{n+1}$ is given\(^{13}\) by $\langle s, \tilde{s} \rangle^2 = \frac{1}{4} \{s, \tilde{s}\}^2 = \cos^2 \alpha$ (see Figure T.1). In particular, two hyperspheres intersect orthogonally if and only if $\langle s, \tilde{s} \rangle = -\frac{1}{2} \{s, \tilde{s}\} = 0$ or, equivalently, $s\tilde{s} = s \wedge \tilde{s} \in \Lambda^2 \mathbb{R}_1^{n+2}$. Thus, describing a $k$-sphere $s = s_1 \cdots s_{n-k}$ in terms of an orthonormal basis of the corresponding subspace in $\mathbb{R}_1^{n+2}$ means geometrically to describe it as the orthogonal intersection of the $n-k$ hyperspheres $s_i$.

Now, we know that a point $p$ lies on a $k$-sphere, given as the orthogonal intersection of $n-k$ hyperspheres, $s = s_1 \cdots s_{n-k}$ with $s_i \perp s_j$ for $i \neq j$, if and only if $p \perp s_i$ for all $i = 1, \ldots, n-k$. Hence, checking (6.2), we see that incidence is equivalent to $p s = p \wedge s \in \Lambda^{n-k+1} \mathbb{R}_1^{n+2}$. In terms of the skew and symmetric parts of the product, this can be expressed as

$$[p, \xi] = 0 \text{ for } n-k \equiv 0 \mod 2,$$

$$\{p, \xi\} = 0 \text{ for } n-k \equiv 1 \mod 2.$$

If, on the other hand, the sphere is given as a pure timelike $(k+2)$-vector $\tilde{s} = v s \in \Lambda^{k+2} \mathbb{R}_1^{n+2}$ (see §6.4.8), then the point $p$ lies on that $k$-sphere if and only if $p$ is in the corresponding Minkowski $(k+2)$-plane, (cf., §6.4.6). Hence $p \in \tilde{s}$ lies on the $k$-sphere $\tilde{s}$ if and only if $p \wedge \tilde{s} = 0 \iff p \cdot \tilde{s} \in \Lambda^{k+1} \mathbb{R}_1^{n+2}$.

**6.4.12 Lemma.** A point $p \in \mathbb{R}_1^{n+2}, p^2 = 0$, of the conformal $n$-sphere lies on a $k$-sphere $s \in \Lambda^{n-k} \mathbb{R}_1^{n+2}$ if and only if $p s \in \Lambda^{n-k+1} \mathbb{R}_1^{n+2}$.

If $s = s_1 \cdots s_{n-k}$ is given as the orthogonal intersection of hyperspheres $s_i$, this is equivalent to saying that $p \perp s_i$ for all $i$.

If the sphere is given by a timelike $(k+2)$-blade $\tilde{s} = v s \in \Lambda^{k+2} \mathbb{R}_1^{n+2}$, then the point $p$ lies on $\tilde{s}$ if and only if $p \tilde{s} \in \Lambda^{k+1} \mathbb{R}_1^{n+2}$.

**6.4.13 Example.** We have only considered the intersection angle for hyperspheres so far — a similar ansatz that one might expect to provide a notion of intersection angle for $k$-spheres $s$ and $\tilde{s}$ does not work in the general case, as the following example shows.\(^{14}\)

Consider two orthogonal 2-spheres $s_1, \tilde{s}_1 \in \Lambda^1 \mathbb{R}_1^3$ in the conformal 3-sphere, and let $s_2, \tilde{s}_2 \in \Lambda^1 \mathbb{R}_1^3$ be two other 2-spheres that both intersect $s_1$ and $\tilde{s}_1$ orthogonally (see Figure 6.1). Computing

$$\langle s_1 s_2, \tilde{s}_1 \tilde{s}_2 \rangle = \det \begin{pmatrix} \langle s_1, \tilde{s}_1 \rangle & \langle s_1, \tilde{s}_2 \rangle \\ \langle s_2, \tilde{s}_1 \rangle & \langle s_2, \tilde{s}_2 \rangle \end{pmatrix} = \det \begin{pmatrix} 0 & 0 \\ 0 & * \end{pmatrix} = 0,$$

\(^{13}\) Remember that two hyperspheres intersect if and only if $s$ and $\tilde{s}$ define an elliptic or parabolic sphere pencil, that is, if and only if $\langle s, \tilde{s} \rangle^2 \leq |s|^2 |\tilde{s}|^2$ (see §1.2.1).

\(^{14}\) For a set of invariants, “generalized stationary angles,” which describes the relative position of two spheres of arbitrary (possibly different) codimensions, the reader is referred to [270].
it becomes clear that the scalar product of \( \mathbf{s} = s_1 s_2 \) and \( \tilde{\mathbf{s}} = \tilde{s}_1 \tilde{s}_2 \) cannot be used (without further information) to determine the intersection angle: even though the scalar product vanishes, the two circles may not even intersect.

If, however, we assume the two circles to lie in a common 2-sphere, then this scalar product indeed gives the intersection angle of the two circles (as hyperspheres in that 2-sphere):

**6.4.14 Lemma.** The angle \( \alpha \) between two \( k \)-spheres \( \mathbf{s}, \tilde{\mathbf{s}} \in \Lambda^{n-k} \mathbb{R}^{n+2}_1 \) that lie in a common \((k + 1)\)-sphere is given by

\[
|s|^2 |\tilde{s}|^2 \cos^2 \alpha = \langle s, \tilde{s} \rangle^2.
\]

### 6.5 The cross-ratio

As we already discussed in Section 4.9, the (complex) cross-ratio is an important invariant of four points in the conformal \( n \)-sphere — four points always lie on some 2-sphere that we consider (after equipping it with an orientation) as a Riemann sphere so that this cross-ratio can be defined. This invariant plays a key role in discrete theories as, for example, in the theory of discrete principal or isothermic nets (cf., §5.7.2) or, more generally, in the theory of discrete orthogonal nets that we will discuss in the Chapter 8.

In our present Clifford algebra setup, the cross-ratio is given by a simple expression that we want to derive in this section — in fact, the expression that we will obtain seems simpler than in the quaternionic case, and it seems to contain more geometric information (cf., §4.9.8).

**6.5.1 Contemplate (6.5):** If \( p_i \in L^{n+1} \subset \Lambda^1 \mathbb{R}^{n+2}_1, i = 1, \ldots, 4 \), denote four points of the conformal \( n \)-sphere, \( p_i^2 = 0 \), that are in “general position,”
that is, not concircular, then the “imaginary part” \( p_1 \land p_2 \land p_3 \land p_4 \neq 0 \) of
\[
\frac{1}{2} ( p_1 p_2 p_3 p_4 + p_4 p_3 p_2 p_1 ) \in \Lambda^0 \mathbb{R}_1^{n+2} \oplus \Lambda^4 \mathbb{R}_1^{n+2}
\]
determines the 2-sphere \( \mathfrak{s} \in \Lambda^4 \mathbb{R}_1^{n+2} \) that contains the four points; if, on
the other hand, it vanishes, then the four points lie on some circle, so that the
2-sphere containing them is no longer unique.

6.5.2 However we cut it, four points \( p_i \) always lie on a 2-sphere \( S^2 \subset S^n \)
(unique or not) so that there is always a Minkowski \( \mathbb{R}_1^4 \subset \mathbb{R}_1^{n+2} \) that con-
tains the four isotropic vectors \( p_i \in \Lambda^1 \mathbb{R}_1^{n+2} \). Introducing an orthonormal
basis \((e_0, e_1, e_2, e_3), e_i \perp e_i \) and \( e_0^2 = 1 = -e_1^2 \), on that Minkowski \( \mathbb{R}_1^4 \),
we can isometrically parametrize a parabolic section (cf., §1.4.3) of its light
cone by
\[
C \cong \mathbb{R}^2 \ni (x, y) \mapsto (1 + \frac{x^2+y^2}{4}, x, y, 1 - \frac{x^2+y^2}{4}) \in Q_0 \subset L^3 \subset \mathbb{R}_1^4.
\]
With this, we compute \( \{ p, \hat{p} \} = (x - \hat{x})^2 + (y - \hat{y})^2 = |z - \hat{z}|^2 \), where
\( z = x + iy \). Thus the “real part” of \( 2(p_1 p_2 p_3 p_4 + p_4 p_3 p_2 p_1) \) computes to
\[
\begin{align*}
\{ p_1, p_2 \} \{ p_3, p_4 \} - \{ p_1, p_3 \} \{ p_2, p_4 \} + \{ p_1, p_4 \} \{ p_2, p_3 \} & = (|z_1 - z_2|^2 |z_3 - z_4|^2 - |z_1 - z_3|^2 |z_2 - z_4|^2 + |z_1 - z_4|^2 |z_2 - z_3|^2) \\
& = 2 \text{Re} \left[ (z_1 - z_2)(z_2 - z_3)(z_3 - z_4)(z_4 - z_1) \right] \\
& = 2 \text{Re} \tilde{q},
\end{align*}
\]
where \( (z_1 - z_2)(z_3 - z_4) - (z_2 - z_3)(z_4 - z_1) = (z_1 - z_3)(z_2 - z_4) \) provides the
second equality and \( \tilde{q} := (z_1 - z_2)(z_2 - z_3)(z_3 - z_4)(z_4 - z_1) \). To determine
the “imaginary part” (up to sign) we compute its norm:
\[
| p_1 \land p_2 \land p_3 \land p_4 |^2 = \text{det}(-\frac{1}{2} |z_i - z_j|^2)_{i,j=1,...,4} = \frac{1}{4} [(\text{Re} \tilde{q})^2 - |\tilde{q}|^2] \leq 0.
\]
Now, denoting \( v_4 := e_0 e_1 e_2 e_3 \), we have \( |v_4|^2 = -1 \), so that
\[
\frac{1}{2} ( p_1 p_2 p_3 p_4 + p_4 p_3 p_2 p_1 ) = \frac{1}{2} (\text{Re} \tilde{q} \pm v_4 \text{Im} \tilde{q}) \simeq \frac{1}{2} \tilde{q} : \quad (6.11)
\]
Note that \( v_4^2 = -1 \), so that \( \Lambda^0 \mathbb{R}_1^4 \oplus \Lambda^4 \mathbb{R}_1^4 \cong C \). The last identification in
(6.11) involves a choice of orientation, \( \pm v_4 \simeq \sqrt{-1} \).

6.5.3 As a consequence of (6.11) we obtain a formula for the cross-ratio of the
four points:
\[
\frac{z_1 - z_2}{z_2 - z_3} \frac{z_3 - z_4}{z_4 - z_1} = \frac{\tilde{q}}{|z_2 - z_3|^2 |z_4 - z_1|^2} \simeq \frac{p_1 p_2 p_3 p_4 - p_4 p_3 p_2 p_1}{\{p_2, p_3\} \{p_4, p_1\}}.
\]
Clearly this last expression does not depend on the choice of homogeneous
coordinates for the \( p_i \), so that it is a conformal invariant of the four points;
the “direction” of the imaginary part $p_1 \wedge p_2 \wedge p_3 \wedge p_4$ will generally change under a conformal transformation $\mu \in Spin_1(n + 2)$ though, since the 2-sphere containing the four points does not need to remain fixed.

6.5.4 Note that, on our way to this formula, we expressed the cross-ratio entirely in terms of scalar products,\(^1\)

$$\frac{p_1 p_2 p_3 p_4 - p_4 p_3 p_2 p_1}{(p_2 p_3 + p_3 p_2)(p_4 p_1 + p_1 p_4)} = \frac{\langle p_1, p_2 \rangle \langle p_3, p_4 \rangle - \langle p_1, p_3 \rangle \langle p_2, p_4 \rangle + \langle p_1, p_4 \rangle \langle p_2, p_3 \rangle + \sqrt{\det(\langle p_i, p_j \rangle)}}{2\langle p_1, p_4 \rangle \langle p_2, p_3 \rangle},$$

so that it can be given in the classical model (without referring to the Clifford multiplication). However, the geometric interpretation of the imaginary part as the 2-sphere containing the four points relies on the Clifford algebra model.

6.5.5 Lemma. The cross-ratio of four points $p_1, \ldots, p_4 \in S^n$ is given by

$$[p_1; p_2; p_3; p_4] = \frac{p_1 p_2 p_3 p_4 - p_4 p_3 p_2 p_1}{(p_2 p_3 + p_3 p_2)(p_4 p_1 + p_1 p_4)}.$$  

Modulo direction of the $\Lambda^4 \mathbb{R}^{n+2}$-part of the Clifford product — which determines the 2-sphere that contains the four points — this expression is a Möbius invariant of the four points.

6.6 Sphere congruences and their envelopes

Finally we turn to differential geometry: We want to formulate the conditions for a sphere congruence to be enveloped by a map. The enveloping conditions for a hypersphere congruence can be reformulated directly in terms of the Clifford algebra model (see §1.6.3):

6.6.1 Lemma. A differentiable map $f : M^m \to L^{n+1} \subset \Lambda^1 \mathbb{R}^{n+2}$ envelopes a sphere congruence $s : M^m \to S_1^{n+1} \subset \Lambda^1 \mathbb{R}^{n+2}$ if and only if

$$\{f, s\} = 0 \text{ and } \{df, s\} \equiv 0.$$  

6.6.2 However, we now want to extend this notion of envelope to congruences of $k$-spheres, where $k \geq m$: Since, geometrically, “envelope” should mean that the tangent plane of $f$ at some point $f(p)$ is contained in the tangent plane of the sphere at that point (compare §4.7.9), $k < m$ would mean that the map $f$ cannot be an immersion.

\(^{\text{15}}\) Note that $\det(\langle p_i, p_j \rangle) < 0$, so that $\sqrt{\det(\langle p_i, p_j \rangle)} \in i \mathbb{R}.$
6.6.3 Definition. A differentiable map \( f : M^m \to S^n \) is said to envelope a congruence \( s : M^m \to \Lambda^{n-k} \mathbb{R}^{n+2}_1 \) of \( k \)-spheres, \( k \geq m \), if, for all \( p \in M \),

\[
f(p) \in s(p) \quad \text{and} \quad T_{f(p)}f(M) \subset T_{f(p)}s(p).
\]

6.6.4 Note that, as in §1.6.1, we consider the tangent planes of \( f(M) \) and the \( k \)-sphere \( s(p) \subset S^n \) at \( f(p) \) as projective planes in \( \mathbb{R}P^{n+1} \), not referring to any linear structure.

We already studied the incidence of a point and a \( k \)-sphere in §6.4.12. There the main idea was to describe a \( k \)-sphere \( s = s_1 \cdots s_{n-k} \) as the orthogonal intersection of \( n-k \) hyperspheres \( s_i \). With this description, the tangent plane of \( f \) at some point \( f(p) \in s(p) \) will be contained in the tangent plane of \( s(p) \) at \( f(p) \) if and only if it is contained in all tangent planes of the spheres \( s_i(p) \) (cf., §4.7.9). Combining this observation with §1.6.3, the same argument as the one that gave §6.4.12 now provides:

6.6.5 Lemma. A differentiable map \( f : M^m \to S^n \) envelopes a \( k \)-sphere congruence \( s : M^m \to \Lambda^{n-k} \mathbb{R}^{n+2}_1 \) if and only if

\[
s f : M \to \Lambda^{n-k+1} \mathbb{R}^{n+2}_1 \quad \text{and} \quad s df : TM \to \Lambda^{n-k+1} \mathbb{R}^{n+2}_1.
\]

In case \( s = s_1 \cdots s_{n-k} \) is given in terms of \( n-k \) congruences of orthogonally intersecting hyperspheres, this is equivalent to

\[
\{s_i, f\} = 0 \quad \text{and} \quad \{s_i, df\} \equiv 0 \quad \text{for} \quad i = 1, \ldots, n-k.
\]

6.6.6 We already mentioned the term of a “contact element” in the context of §6.4.10. Suppose \( f : M^m \to S^n \) is an immersion and \( (v_1, \ldots, v_m) \) is a basis of \( T_p M \), so that the \( d_p f(v_i) \) form an orthonormal basis.\(^{16}\) Then the tangent plane of \( f \) at \( p \), as a projective \( m \)-plane in \( \mathbb{R}P^{n+1} \), is given by

\[
t(p) := f(p)d_p f(v_1) \cdots d_p f(v_m) \in \Lambda^{m+1} \mathbb{R}^{n+2}_1.
\]

If \( s(p) = (s_1 \cdots s_{n-m})(p) \in \Lambda^{n-m} \mathbb{R}^{n+2}_1 \) is now an \( m \)-sphere that contains \( f(p) \), then the tangent planes \( t(p) \) of \( f(M) \) and of \( s(p) \) at \( f(p) \) coincide (note that, by our assumptions, they have the same dimension) if and only

\(^{16}\) This depends on the lift of \( f : M^m \to L^{n+1} \subset \mathbb{R}^{n+2} \). Remember that \( f : M^m \to S^n \) is an immersion if and only if any lift \( f : M^m \to L^{n+1} \) induces a definite metric or, otherwise said, \( f \) and \( df \) span an \((m+1)\)-dimensional subspace of the tangent space \( f^\perp \) to the light cone \( L^{n+1} \) at \( f \) (see Figure T.2).

However, \( d(e^u f) = e^u(df + du \cdot f) \), so that the vectors of an orthonormal basis scale with the reciprocal factor and the contact element \( t \) scales with \( f \): If \( \bar{f} = e^u f \), then \( \bar{f} = e^u t \).
if the subspaces given by \( t(p) \) and \((sf)(p) \in \Lambda^{n-m+1}R^{n+2}_1 \) are orthogonal complements of each other. Thus, with §6.4.10, we deduce the following:

6.6.7 Lemma. An immersion \( f : M^m \to S^n \) envelopes an \( m \)-sphere congruence \( s : M^m \to \Lambda^{n-m}R^{n+2}_1 \) if and only if \( t(p) \parallel \nu \cdot (sf)(p) \).

6.6.8 Geometrically, this means that \( \nu (sf)(p) = (\nu s(p)) \cdot f(p) \) gives the tangent plane (or contact element) of \( s(p) \) at \( f(p) \).

Or, conversely, we may interpret \( \nu t(p) \) as the family of all \( m \)-spheres that touch \( f(M) \) at \( f(p) \). In the case \( m = n - 1 \) of a hypersphere congruence enveloped by a hypersurface, \( \nu t(p) \in \Lambda^2R^{n+2}_1 \) clearly defines the parabolic pencil of hyperspheres that touch \( f(M) \) at \( f(p) \) (see Figure T.1). In the general case, on the other hand, any choice of a spacelike \((n-m)\)-dimensional subspace of the \((n-m+1)\)-dimensional space given by \( \nu t(p) \) provides us with an \( m \)-sphere touching \( f(M) \) at \( f(p) \). Because the condition to be spacelike is an open condition, this leaves us with an \((n-m)\)-parameter family of touching \( m \)-spheres.

For example, given one touching \( m \)-sphere \( s(p) = (s_1 \cdots s_{n-m})(p) \) in terms of orthogonally intersecting hyperspheres, this \((n-m)\)-parameter family of \( m \)-spheres may be parametrized by

\[
(\lambda_1, \ldots, \lambda_{n-m}) \mapsto (s_1(p) + \lambda_1 f(p), \ldots, s_{n-m}(p) + \lambda_{n-m} f(p)).
\]

These observations may justify the following:

6.6.9 Definition. We will call any isotropic \((m+1)\)-blade \( t \in \Lambda^{m+1}R^{n+2}_1 \) an \( m \)-dimensional contact element in the conformal \( n \)-sphere \( S^n \).

6.6.10 Note that the (unique) point \( p \in S^n \) of contact of all \( m \)-spheres of a contact element \( t \) is given by the intersection of the light cone \( L^{n+1} \) with the \((m+1)\)-dimensional space given by \( t \). Otherwise said, it is the unique isotropic direction in that subspace.

Since we will not use the notion of contact elements much, we leave further investigations to the reader; check [66] for more information.

6.7 Frames

To conclude our presentation of this model for Möbius differential geometry, we want to briefly discuss the spinor frame equations, and how they relate to the classical frame equations.

First we slightly generalize the notion of an adapted frame from §1.7.1:

6.7.1 Definition. Suppose we are given a map \( f : M^m \to L^{n+1} \) along with an \( m \)-sphere congruence \( s : M^m \to \Lambda^{n-m}R^{n+2}_1 \), and let \((e_0, e_1, \ldots, e_n, e_\infty)\)
denote a pseudo-orthonormal basis on $\mathbb{R}_1^{n+2}$, that is,

$$\langle e_i, e_j \rangle = -\frac{1}{2}\{e_i, e_j\} = \begin{pmatrix} 0 & 0 & -\frac{1}{2} \\ 0 & E_n & 0 \\ -\frac{1}{2} & 0 & 0 \end{pmatrix}.$$ 

A map $\mathfrak{z} : M^m \to \text{Spin}_1(n+2)$ will be called an adapted frame for $(\mathfrak{s}, f)$ if $\mathfrak{s} = s_{m+1} \cdots s_n = 3e_{m+1} \cdots e_{n3}^{-1}$ and $f = 3e_{03}^{-1}$, where $s_i := 3e_{i3}^{-1}$. Moreover, $\mathfrak{z}$ will be called

* $\mathfrak{s}$-adapted if $\forall p \in M : d_p s_i(T_p M) = \text{span}\{3(p)e_j3^{-1}(p) \mid j = 1, \ldots, m\}$ for $i = m + 1, \ldots, n$, and

* $f$-adapted if $\forall p \in M : d_p f(T_p M) = \text{span}\{3(p)e_j3^{-1}(p) \mid j = 1, \ldots, m\}$.

6.7.2 In the case $m = n - 1$, this is just the Clifford algebra reformulation of the definition in §1.7.1 of an $(f-, \mathfrak{s}-)$ adapted frame for the strip $(\mathfrak{s}, f)$.

Note that, for $m < n - 1$, the condition on a frame to be $\mathfrak{s}$-adapted is rather restrictive. We will discuss this in detail in a moment. However, this is the kind of frame that we will be dealing with when discussing (Ribaucour pairs of) $m$-orthogonal systems in Chapter 8.

6.7.3 Compatibility Conditions. Remember that, from §6.3.10, the connection form

$$\varphi := 3^{-1}d_3 : TM \to \Lambda^2 \mathbb{R}_1^{n+2}$$

of a frame $\mathfrak{z} : M \to \text{Spin}_1(n+2)$ acts on $\Lambda^1 \mathbb{R}_1^{n+2} = \mathbb{R}_1^{n+2}$ by $e_i \mapsto [\varphi, e_i]$, that is, $d(3e_{i3}^{-1}) = 3[\varphi, e_i]3^{-1}$.

In particular, $df = 3[\varphi, e_0]3^{-1}$ and $ds_i = 3[\varphi, e_i]3^{-1}$ for $i = 1, \ldots, n$.

Taking second derivatives, we obtain

$$d^2(3e_{i3}^{-1})(x, y) = 3[(d\varphi(x, y), e_i) + [\varphi(x), [\varphi(y), [\varphi(x), e_i] - [\varphi(y), [\varphi(x), e_i]]]3^{-1} = 3[(d\varphi(x, y) + [\varphi(x), \varphi(y)], e_i]3^{-1} = 3[(d\varphi + \frac{1}{2}[\varphi \wedge \varphi])(x, y), e_i]3^{-1}$$

when we set\(^\text{17}\) $[\varphi \wedge \psi](x, y) := [\varphi(x), \psi(y)] - [\varphi(y), \psi(x)]$ for $x, y \in TM$. Thus the compatibility condition for the connection form $\varphi$ becomes the Maurer-Cartan equation (cf., §1.7.4)

$$d\varphi + \frac{1}{2}[\varphi \wedge \varphi] = 0,$$

\(^\text{17}\)Note that, in this context, “$\wedge$” has a different meaning than previously in this chapter: It refers to the $\wedge$-product of 1-forms rather than to the exterior product of elements of $\Lambda^2 \mathbb{R}_1^{n+2}$.\]
since the adjoint representation $\Lambda^2 \mathcal{R}_1^{n+2} \ni \mathbf{v} \mapsto [\mathbf{v},.] \in \mathfrak{o}_1(n+2)$ is a Lie algebra isomorphism, so that $[\mathbf{v},.] = 0$ implies $\mathbf{v} = 0$ (see §6.3.10).

6.7.4 Writing this Lie algebra isomorphism $\Lambda^2 \mathcal{R}_1^{n+2} \rightarrow \mathfrak{o}_1(n+2)$ in terms of the basis $(e_0, \ldots, e_\infty)$ allows similar (the same when $m = n - 1$) interpretations of the components of $\varphi$ as in §1.7.6 and §1.7.7. Thus we will only give some simple discussions and leave a detailed analysis to the reader.

First let us define the components of the connection form, as in (1.1):

$$
\begin{align*}
&ds_j = \sum_{i=1}^m s_i \omega_{ij} + \sum_{i=m+1}^n s_i \psi_{ij} + 2f \hat{\omega}_j + 2\hat{f} \omega_j, \\
&ds_k = -\sum_{i=1}^m s_i \psi_{ki} + \sum_{i=m+1}^n s_i \nu_{ik} + 2f \hat{\omega}^\perp_k + 2\hat{f} \omega^\perp_k, \\
&df = \sum_{i=1}^m s_i \omega_i + \sum_{i=m+1}^n s_i \omega^\perp_i + f \nu + 0, \\
&d\hat{f} = \sum_{i=1}^m s_i \hat{\omega}_i + \sum_{i=m+1}^n s_i \hat{\omega}^\perp_i + 0 - \hat{f} \nu,
\end{align*}
$$

(6.13)

where $j = 1, \ldots, m$ and $k = m+1, \ldots, n$. That is, for example, we have $\langle [\varphi, e_i], e_j \rangle = -\omega_{ij}$ for $i, j = 1, \ldots, m$ and $\langle [\varphi, e_0], e_j \rangle = \omega_j$.

The condition of §6.6.5 for $f$ to envelope the congruence $\mathfrak{s} = s_{m+1} \cdots s_n$ of $m$-spheres now reads $\omega^\perp_k = 0$, and $\mathfrak{s}$ is

* $f$-adapted if and only if, in addition to $\omega^\perp_k = 0$, $\nu = 0$, whereas it is

* $\mathfrak{s}$-adapted if and only if, in addition to $\omega^\perp_k = 0$, $\nu_{ij} = \hat{\omega}^\perp_j = 0$.

Note that the $\nu_{ij}$’s were not present in the codimension 1 case $m = n - 1$.

6.7.5 As mentioned above, the condition on a frame to be $\mathfrak{s}$-adapted is rather restrictive, and, in general, there will be no $\mathfrak{s}$-adapted frame for a given $m$-sphere congruence $\mathfrak{s}$ when $m < n - 1$.

First, in order to achieve $\omega^\perp_i = \hat{\omega}^\perp_i = 0$, the congruence has to have two envelopes $f$ and $\hat{f}$ — in the codimension 1 case, this was guaranteed as soon as the metric induced by $\mathfrak{s}$ was spacelike (see §1.6.9).

A second condition is that the vector bundle given by $\mathfrak{s}$ has to be flat: Writing $\mathfrak{s}$ in terms of any orthonormal basis fields, $\mathfrak{s} = s_{m+1} \cdots s_n$, this is the vector bundle span{$s_{m+1}, \ldots, s_n$}. In terms of the above forms $\nu_{ij}$, given in (6.13), flatness is expressed by $\hat{\omega}^\perp_{ij} := df_{ij} + \sum_k \nu_{ik} \wedge \nu_{kj} = 0$. If these equations hold, then, locally, there is another choice of orthonormal frame fields that yield parallel basis fields for the bundle.

The Ricci equations — we interpret the bundle span{$s_{m+1}, \ldots, s_n, f, \hat{f}$} as the “normal bundle” and its orthogonal complement, spanned by the orthonormal vector fields $s_i, i = 1, \ldots, m$, as the “tangent bundle” (see

\[18\] Note that there appear certain 2’s instead of −1’s as in (1.1): The reason is the different relative normalization of $e_0$ and $e_\infty$, $\langle e_0, e_\infty \rangle = -\frac{1}{2}$ instead of $\langle e_0, e_\infty \rangle = 1$, as in §1.7.4.
below) — now come in four flavors\(^1\):

\[
\begin{align*}
0 &= d\omega_i^\perp + \sum_{k=m+1}^n \nu_{ik} \wedge \omega_k^\perp + \omega_i^\perp \wedge \nu + \sum_{j=1}^m \psi_{ij} \wedge \omega_j, \\
0 &= d\hat{\omega}_i^\perp + \sum_{k=m+1}^n \nu_{ik} \wedge \hat{\omega}_k^\perp - \hat{\omega}_i^\perp \wedge \nu + \sum_{j=1}^m \hat{\psi}_{ij} \wedge \hat{\omega}_j, \\
\frac{1}{2}d\nu &= \sum_{j=1}^m \omega_j \wedge \hat{\omega}_j + \sum_{k=m+1}^n \omega_k^\perp \wedge \hat{\omega}_k^\perp, \\
\varrho_{ij}^\perp &= \sum_{k=1}^m \psi_{ik} \wedge \psi_{jk} - 2(\omega_i^\perp \wedge \hat{\omega}_j^\perp + \omega_i^\perp \wedge \omega_j^\perp). \quad (6.14)
\end{align*}
\]

If the sphere congruence \( s \) has two envelopes \( f \) and \( \hat{f} \), then, as discussed above, the forms \( \omega_k^\perp = \hat{\omega}_k^\perp = 0 \), so that the bundle given by \( s \) is flat if and only if \( 0 = \varrho_{ij}^\perp = \sum_{k=1}^m \psi_{ik} \wedge \psi_{jk} \) for \( i, j = m + 1, \ldots, n \). Otherwise, said, the bundle given by \( s \) is flat if and only if the bilinear forms \( \langle ds_i^T, ds_j^T \rangle \), where \( ds_i^T = \sum_{j=1}^m \langle ds_i, s_j \rangle s_j \) denotes the “tangential part” of \( ds_i \), are symmetric.

Clearly this condition goes away in the codimension 1 case \( m = n - 1 \).

6.7.6 In case \( 3 \) is \( f \)-adapted, the \( \omega_i \)'s and \( \omega_{ij} \)'s provide the induced metric and Levi-Civita connection of \( f : M^m \to L^{n+1} \), as in §1.7.7, and the \( \psi_{kij} \)'s give the Weingarten tensors with respect to the \( s_k \) as unit normal fields to \( f \), while \( \omega_i \) and \( \hat{\omega}_i \) provide the Weingarten tensors with respect to \( f \) and \( \hat{f} \) as normal fields, as before. The new quantities \( \nu_{ij} \) give, together with the \( \hat{\omega}_i \), the normal connection of \( f : M^m \to \mathbb{R}_1^{n+2} \).

In the case of an \( s \)-adapted frame, on the other hand, we may interpret the components of \( \varphi \) in terms of any immersed section \( s_k \), \( k = m + 1, \ldots, n \), of the bundle \( s \), which is flat since \( \varrho_{ij} = 0 \): Here, the \( \psi_{kij} \)'s give the induced metric of \( s_k \) and the \( \omega_{ij} \)'s its Levi-Civita connection, as before. The \( \psi_{jii} \)'s, where \( j = m + 1, \ldots, n \) with \( j \neq k \), together with the \( \omega_i \)'s and \( \hat{\omega}_i \)'s provide the Weingarten tensors of \( s_k \), and its normal connection is given by \( \nu \).

6.7.7 To conclude, we determine the induced metric of an \( m \)-sphere congruence \( s : M^m \to \Lambda^{n-m} \mathbb{R}_1^{n+2} \) as an immersion into \( \Lambda^{n-m} \mathbb{R}_1^{n+2} \). Here it is convenient to write \( s \) in terms of orthonormal basis fields using the exterior product instead of the Clifford product,\(^2\) \( s = s_{m+1} \wedge \ldots \wedge s_n \). The derivative of \( s \) is then given by

\[
ds = \sum_{i=m+1}^n s_{m+1} \wedge \ldots \wedge ds_i \wedge \ldots \wedge s_n : TM \to \Lambda^{n-m} \mathbb{R}_1^{n+2}.
\]

Now we first note that \( ds_i \perp s_i \), so that only the “tangential part” \( ds_i^T \) of \( ds_i \) counts, that is, the part orthogonal to \( s_j \), \( j = m + 1, \ldots, n \). Then

\[
\langle s_i, s_{m+1} \rangle = \ldots = \langle s_i, s_{i-1} \rangle = \langle s_i, ds_i \rangle = \langle s_i, s_{i+1} \rangle = \ldots = \langle s_i, s_n \rangle = 0.
\]

\(^1\) Note that the fourth type did not occur in the codimension 1 setting (see (1.4)).

\(^2\) Remember that, for orthogonal vectors, the Clifford and exterior products coincide. Using the Clifford product, \( \Lambda^{n-m-2} \mathbb{R}_1^{n+2} \)-terms would occur during computations that only vanish at the end.
so that all mixed terms vanish when expanding the induced metric:

\[
\langle ds, ds \rangle = \sum_{i=m+1}^{n} \langle s_{m+1} \wedge \ldots \wedge ds_i^T \wedge \ldots \wedge s_n, s_{m+1} \wedge \ldots \wedge ds_i^T \wedge \ldots \wedge s_n \rangle \\
= \sum_{i=m+1}^{n} \langle ds_i^T, ds_i^T \rangle
\]

becomes a superposition of the metrics induced by the (orthonormal) sections \(s_k\) used to represent \(s\). Expanding this expression further by using the forms from (6.13), we find \(\langle ds, ds \rangle = \sum_{i=m+1}^{n} \sum_{j=1}^{m} \psi_{ij}^2\), that is, we recover a multiple of the trace form — as it should be for a Grassmannian-valued map (see [140]).

It seems less straightforward to determine the remaining geometric quantities of the \(m\)-sphere congruence \(s\) from the connection form (6.13) of a frame in this general setup.

**6.7.8 To Summarize.** Some selected identifications from the Clifford algebra setup for Möbius geometry that we discussed in this chapter are collected in Figure T.4; compare the tables in Figure T.1 and Figure T.2 for the classical model.
Chapter 7
A Clifford algebra model: Vahlen matrices

In this chapter we discuss an enhancement of our Clifford algebra model using “Vahlen matrices,” that is, certain $2 \times 2$ matrices with Clifford algebra entries. In some sense, this approach is very similar to the quaternionic approach previously discussed, or to the description of Möbius transformations by complex $2 \times 2$ matrices. However, it is more similar when considering the quaternionic model for 3-dimensional Möbius geometry or the complex approach for the Möbius geometry of the circle. But even in this case there are certain differences: For example, the Clifford algebra used for 3-dimensional Möbius geometry is $2^5 = 32$-dimensional,\(^1\) whereas the (real) vector space of quaternionic $2 \times 2$-matrices is only 16-dimensional — thus in the quaternionic setup we have never seen the full Clifford algebra of $\mathbb{R}_5^1$. Nevertheless, there will be many similarities, as, for example, the description of Möbius transformations by fractional linear transformations on $S^n \cong \mathbb{R}^n \cup \{\infty\}$.

After Vahlen’s original paper [288], this $2 \times 2$ matrix Clifford algebra approach caught the interest of various authors (see, for example, [2] and [3], or [108]); some account of the history of this approach may be found in [137]. The splitting (“conformal split”) of the Clifford algebra $\mathcal{A}\mathbb{R}_1^{n+2}$ that corresponds to the $2 \times 2$ matrix representation of Möbius transformations (and of the Clifford algebra) (see the beautiful paper [154]) provides a notion of stereographic projection, as is also suggested by the fact that Möbius transformations are described as linear fractional transformations on the Euclidean $n$-space $\mathbb{R}^n$. This additional structure turns out to be very useful in some context (see [47], where, to the present author’s knowledge, this approach to Möbius geometry has been systematically applied to submanifold geometry for the first time).

The key idea in our introduction to the Vahlen approach to Möbius geometry will be to identify the (real) vector space of $2 \times 2$ matrices with entries from the Clifford algebra $\mathcal{A}\mathbb{R}^n$ of $\mathbb{R}^n$ with the Clifford algebra $\mathcal{A}\mathbb{R}_1^{n+2}$ of the coordinate vector space $\mathbb{R}_1^{n+2}$ of the classical model — to this end, we will have to identify $\mathbb{R}_1^{n+2}$ as a subspace of the Clifford algebra $2 \times 2$ matrices. With this background it will then be rather straightforward to “translate” results from our previous considerations on the Clifford algebra model for Möbius geometry into the matrix formalism. A central result will be Vahlen’s theorem on the characterization of the Clifford group $\Gamma(\mathbb{R}_1^{n+2})$. This characterization will allow us to write Möbius transformations as linear

\(^1\) However, the Clifford algebra of $\mathbb{H} \cong \mathbb{R}^4$ is $2^4 = 16$-dimensional and can be identified with the quaternionic $2 \times 2$ matrices, with $\mathbb{H} \cong \{(\begin{smallmatrix} 0 & q \\ -\bar{q} & 0 \end{smallmatrix})\} \subset M(2 \times 2, \mathbb{H})$ (see [47]).
fractional transformations on $S^n \cong \mathbb{R}^n \cup \{\infty\}$; a discussion of the pin and spin groups as well as of Möbius involutions and spheres will then just be an inevitable consequence. A second highlight of the Vahlen matrix approach will be a representation of the space $\mathfrak{P}$ of point pairs in $S^n$ that is just as beautiful as in the quaternionic setup — and that makes this approach so well suited for the treatment of (pairs of) isothermic surfaces of arbitrary codimension.

Before revealing these ideas we will briefly recall relevant facts from the quaternionic model in order to motivate the matrix approach, on one hand, and to make apparent differences, on the other hand.

As usual, the discussions of this chapter are complemented by a table that summarizes some identifications and results; see Figure T.5.

The contents of this chapter are organized as follows:

Section 7.1. After giving a matrix representation for the Clifford algebra of Euclidean 3-space, relevant notions and facts from the quaternionic model that we discussed in Chapter 5 are recalled: the description of 2-spheres and points in $S^3$ by quaternionic matrices; the Minkowski coordinate space $\mathbb{R}^5_1$ as a subspace of the quaternionic Hermitian forms on $\mathbb{H}^2$; and the spin group as consisting of even products of inversions.

Section 7.2. This section is the heart of the matter: Here we describe the coordinate Minkowski space of $n$-dimensional Möbius geometry in terms of $2 \times 2$ matrices with entries in the Clifford algebra of $\mathbb{R}^n$. The subspaces $\Lambda^k \mathbb{R}^{n+2}_1$ of $k$-vectors are identified, and the order involution and the Clifford conjugation are written in terms of $2 \times 2$ matrices.

Then Vahlen’s theorem characterizing the Clifford group is proved. As a consequence, we obtain representations of the pin and spin groups in terms of $2 \times 2$ matrices.

Section 7.3. Using that the Clifford group acts by Möbius transformations on $S^n = \mathbb{R}^n \cup \{\infty\}$, an action of the Möbius group by fractional linear transformations is obtained. Inversions are discussed as an example. The incidence of a point and a sphere is discussed, and the representation of spheres is reconsidered. Finally, the space of point pairs is described as a homogeneous space in the present setup.

Section 7.4. The notions of an adapted frame for a point pair map and a single map are introduced, and the effect of the respective gauge transformations on the connection form is established. As examples, the Euclidean frame of a map into Euclidean $n$-space is given, and a frame for a pair of maps into Euclidean space is given. These frames will be useful later.

Section 7.5. Various topics are touched on: We show how to construct the sphere congruence that is enveloped by a given map and contains the
points of another map; this result is then applied to introduce the central sphere congruence in higher codimension. Further, a criterion for a point pair map to envelope a sphere congruence is given. At the end of this section the cross-ratio of for points is computed in affine coordinates.

Remark. This chapter is merely a continuation of the previous chapter that should, therefore, be read before the present chapter. Some background on the quaternionic formalism, as discussed in Chapter 4, should be helpful but is not required.

7.1 The quaternionic model revisited

This preliminary section shall serve as a motivation for those who are familiar with the quaternionic model that we discussed earlier. More specifically, our goal will be to interpret the quaternionic model (in the 3-dimensional case) in terms of our first Clifford algebra model: Embedding the coordinate Minkowski space $\mathbb{R}^5_1$ of the classical model as a subspace into the endomorphisms of $\mathbb{H}^2$, we will find an algebraic structure that very much resembles the Clifford algebra setup. In particular, the action of the Möbius group will be identified. On the other hand, we have the action of the Möbius group on $S^3 \subset \mathbb{H}P^1$: This twofold appearance of the conformal 3-sphere is one of the distinguishing features of the quaternionic model. In the Clifford algebra model that we are going to discuss in this chapter, there will be no vector space taking the role of the space $\mathbb{H}^2$ of homogeneous coordinates for $S^4 \cong \mathbb{H}P^1$; however, we will still be able to describe Möbius transformations as fractional linear transformations on $S^n \cong \mathbb{R}^n \cup \{\infty\}$ in the same way as in the quaternionic model. In this way, we will still have the twofold description of the action of the Möbius group that made the quaternionic model so powerful, especially for the treatment of point pair maps.

Thus we start by discussing the Clifford algebra of Euclidean 3-space.

7.1.1 The Clifford Algebra of $\mathbb{R}^3$. The Clifford algebra $A\mathbb{R}^3$ of the (Euclidean) $\mathbb{R}^3$ is a $2^3 = 8$-dimensional associative algebra that can be obtained by introducing a product on the Grassmann (or “exterior”) algebra $\Lambda\mathbb{R}^3$ of $\mathbb{R}^3$ that combines the exterior and interior products (cf., §6.2.1). Using Hodge duality (cf., §6.4.4) to identify $\Lambda^2\mathbb{R}^3 \cong \Lambda^1\mathbb{R}^3$,

\[
\star e_1 = e_2 \wedge e_3, \quad \star e_2 = e_3 \wedge e_1, \quad \star e_3 = e_1 \wedge e_2,
\]

2) Those readers who have skipped the quaternionic model may, without loosing much, skip forward to the following section.

3) On $\Lambda^1\mathbb{R}^3$ and $\Lambda^2\mathbb{R}^3$, the Clifford dual (see §6.4.3) differs from the Hodge dual by a sign.
where \((e_1,e_2,e_3)\) denotes some (positively oriented) orthonormal basis, the exterior product of two vectors becomes the cross-product:

\[ v \wedge w = \star (v \times w) \]

for \(v,w \in \mathbb{R}^3\). This suggests a close relation of the Clifford multiplication with the quaternionic multiplication: Remember from §4.1.4 that quaternionic multiplication of two vectors \(v,w \in \mathbb{R}^3 \cong \text{Im} \mathbb{H}\) can be written in terms of the scalar and cross-products,

\[ vw = -(v \cdot w) + v \times w. \]

Indeed, the Clifford algebra \(\mathcal{A}\mathbb{R}^3\) of the Euclidean \(\mathbb{R}^3\) can be realized as the diagonal quaternionic \(2 \times 2\) matrices (equipped with matrix multiplication as the Clifford multiplication) with \(\mathbb{R}^3 \cong \Lambda^1 \mathbb{R}^3\) sitting in it as follows:

\[ \Lambda^1 \mathbb{R}^3 \cong \left\{ \begin{pmatrix} v & 0 \\ 0 & -v \end{pmatrix} \mid v \in \text{Im} \mathbb{H} \right\} \subset \left\{ \begin{pmatrix} q_1 & 0 \\ 0 & q_2 \end{pmatrix} \mid q_1, q_2 \in \mathbb{H} \right\} \cong \mathcal{A}\mathbb{R}^3. \]

The order involution \(v \mapsto \hat{v}\) and the Clifford conjugation \(v \mapsto \bar{v}\) on \(\mathcal{A}\mathbb{R}^3\) (see §6.3.1) are then given by \(\hat{v} = s^{-1}vs\) and \(\bar{v} = v^*\), where \(s = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\) and \(v^*\) means quaternionic conjugation and transpose. With this we can now write the Clifford group (see §6.3.2):

\[ \Gamma(\mathbb{R}^3) = \left\{ \begin{pmatrix} q & 0 \\ 0 & \pm q \end{pmatrix} \mid q \in \mathbb{H} \setminus \{0\} \right\}, \]

that is, \(v \in \Gamma(\mathbb{R}^3)\) iff \(v^{-1}\) exists and \(v \in \Lambda^0 \mathbb{R}^3 \oplus \Lambda^2 \mathbb{R}^3\) or \(v \in \Lambda^1 \mathbb{R}^3 \oplus \Lambda^3 \mathbb{R}^3\), as well as the groups

\[ \text{Pin}(\mathbb{R}^3) = \left\{ \begin{pmatrix} q & 0 \\ 0 & \pm q \end{pmatrix} \mid q \in \mathbb{H}, |q|^2 = 1 \right\} \subset \text{Sl}(2, \mathbb{H}) \]
\[ \text{Spin}(\mathbb{R}^3) = \left\{ \begin{pmatrix} q & 0 \\ 0 & q \end{pmatrix} \mid q \in \mathbb{H}, |q|^2 = 1 \right\} \subset \text{Sl}(2, \mathbb{H}) \]

in terms of our quaternionic setup. By §6.3.8, every \(s \in \text{Spin}(\mathbb{R}^3)\) can be decomposed into vectors, \(s = \prod_{i=1}^{2k} s_i\), with \(s_i \in \text{S}^2 \subset \mathbb{R}^3\). The action of each \(s_i\) on \(\mathbb{R}^3\) is a reflection, as discussed in §6.3.4, since \(nvn = v - 2(v,n)n\) for \(v \in \mathbb{R}^3 \cong \text{Im} \mathbb{H}\) and \(n \in \text{S}^2 = \{ q \in \text{Im} \mathbb{H} \mid q^2 = -1 \}\).

On the other hand, we considered \(\text{Sl}(2, \mathbb{H})\) as acting (by Möbius transformations) on \(S^4 \cong \mathbb{H}P^1\) (see §4.4.9). Writing \(\mathbb{R}^3 \cong \{(v) \mid v \in \text{Im} \mathbb{H}\}\), the above action of a vector \(n \in \text{S}^2\) on \(\mathbb{R}^3\) by reflection in the orthogonal 2-plane is recovered:

\[ \begin{pmatrix} n & 0 \\ 0 & -n \end{pmatrix} \begin{pmatrix} v \\ 1 \end{pmatrix} \mathbb{H} = \begin{pmatrix} nvn \\ 1 \end{pmatrix} \mathbb{H} = \begin{pmatrix} v - 2(v,n)n \\ 1 \end{pmatrix} \mathbb{H}. \]
7.1.2 Spheres in $S^3$. Remember that we identified 3-spheres in $S^4 \cong \mathbb{H}P^1$ with certain quaternionic Hermitian forms (see §4.3.12); thus, after fixing a basis $(e_\infty, e_0)$ of $\mathbb{H}^2$, say $e_\infty = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}$ and $e_0 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}$, we may identify

$\mathbb{H}P^1 \supset S^3 \simeq \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ \iff $S^3(e_0, e_0) = S^3(e_\infty, e_\infty) = 0$, $S^3(e_0, e_\infty) = 1$,

Then $S^3 = \{ (v) \mid v \in \text{Im } \mathbb{H} \} \cup \{ e_\infty \mathbb{H} \}$ (see §4.3.7); in particular, $0 = e_0 \mathbb{H}$ and $\infty = e_\infty \mathbb{H}$ are points in $S^3$.

On the other hand, we identified 2-spheres in $S^4 \cong \mathbb{H}P^1$ with (Möbius) involutions $S \in \text{End}(\mathbb{H}^2)$, $S^2 = -\text{id}$ (see §4.8.1). By §4.8.6, $S \subset S^3$ if and only if $S$ is symmetric with respect to $S^3$. Thus, writing an endomorphism $S \in \mathcal{G}(\mathbb{H}^2)$ as a matrix with respect to $(e_\infty, e_0)$ as a basis and symmetric with respect to $S^3$, we have

$$S = \begin{pmatrix} n & 2d \\ 0 & -n \end{pmatrix} \quad \text{or} \quad S = \frac{1}{r} \begin{pmatrix} m & |m|^2 - r^2 \\ 1 & -m \end{pmatrix};$$

In the first case $S$ is a plane in $\mathbb{R}^3 \cong \{ (v) \mid v \in \text{Im } \mathbb{H} \}$, that is, a sphere containing $\infty$, with unit normal $n \in S^2$ and distance $d \in \mathbb{R}$ from the origin, and in the second case $S$ is a sphere with center $m \in \text{Im } \mathbb{H}$ and radius $r$.

Also, we identified a 2-sphere $S \subset S^3$ with the 3-sphere $S \in \mathcal{H}(\mathbb{H}^2)$ that intersects $S^3$ orthogonally in $S$. Algebraically, this identification $S \leftrightarrow \mathcal{J}S^3 = S^3(.,S.)$ (see (4.22)). In terms of the matrix representations given above, we obtain (cf., §4.3.10; see also §5.5.17):

$$S = \mathcal{J}S^3 \simeq \begin{pmatrix} 0 & -n \\ n & 2d \end{pmatrix} \quad \text{or} \quad S = \mathcal{J}S^3 \simeq \frac{1}{r} \begin{pmatrix} 1 & -m \\ m & |m|^2 - r^2 \end{pmatrix}.$$ 

Below we will use this identification of certain endomorphisms that are symmetric with respect to $S^3$ and quaternionic Hermitian forms that are orthogonal to $S^3$ in the sense of §4.3.5 to obtain a description of the coordinate space $\mathbb{R}^5_1$ of the classical model of 3-dimensional Möbius geometry (cf., §1.1.2). However, we will first discuss the points of $S^3$ in some detail.

7.1.3 Points in $S^3$. The above identification of endomorphisms $S$ with 2-spheres in the conformal 3-sphere $S^3$, given as a quaternionic Hermitian form, can be extended to points of the conformal 3-sphere: By sending, in the affine picture, the radius of a 2-sphere $r \to 0$ (while rescaling suitably), we will obtain a point,

$$rS = r \cdot \frac{1}{r} \begin{pmatrix} m & |m|^2 - r^2 \\ 1 & -m \end{pmatrix} \to \begin{pmatrix} m & -m^2 \\ 1 & -m \end{pmatrix} = \mathcal{P}.$$ 

4) The interested reader may want to verify that $S \in \mathcal{G}(\mathbb{H}^2)$ and $S$ is symmetric with respect to $S^3$ as well as the geometric interpretations given below, as an exercise (cf., §4.3.10).
More invariantly, we may identify a point \( p \in S^3 \) with a nontrivial 2-step nilpotent endomorphism \( \mathcal{P} \in \mathfrak{N}_2(\mathbb{H}^2) \) that is symmetric with respect to \( S^3 \):

\[
S^3 \ni \begin{pmatrix} v \\ 1 \end{pmatrix} \mathbb{H} \leftrightarrow \mathbb{R} \begin{pmatrix} v \\ -v^2 \\ 1 \\ -v \end{pmatrix} \in \{ \mathcal{P} \in \mathfrak{N}_2(\mathbb{H}^2) \mid S^3(., \mathcal{P}..) = S^3(\mathcal{P}.,.\} \}/\mathbb{R}.
\]

Namely, if \( \mathcal{P} \) is 2-step nilpotent, then\(^5\) \( \text{im}\mathcal{P} = \ker\mathcal{P} =: \begin{pmatrix} q \\ \bar{q} \end{pmatrix} \mathbb{H} \in \mathbb{H}\mathbb{P}^1 \) with a suitable quaternion \( q \in \mathbb{H} \) (cf., §5.3.19). Hence \( \mathcal{P} = \begin{pmatrix} q\lambda & -q\lambda q \\ \lambda & -\lambda q \end{pmatrix} \) with some other quaternion \( \lambda \); symmetry with respect to \( S^3 \) then yields \( \lambda \in \mathbb{R} \) and \( q \in \text{Im} \mathbb{H} \), so that \( \text{im}\mathcal{P} \in S^3 \). In fact, \( S^3(., \mathcal{P}.) \) yields, up to a real factor, the quaternionic Hermitian form that we identified in (4.4) with a point \( p := (e_\infty q + e_0 1)\mathbb{H} \in \mathbb{H}\mathbb{P}^1 \):

\[
S^3(e_\infty, \mathcal{P} e_\infty) = 1, \quad S^3(e_\infty, \mathcal{P} e_0) = -q, \quad \text{and} \quad S^3(e_0, \mathcal{P} e_0) = -q^2.
\]

### 7.1.4 The Minkowski Space \( \mathbb{R}_1^5 \).

We have already represented the elements of Möbius geometry, 2-spheres and points of \( S^3 \), by endomorphisms of \( \mathbb{H}^2 \); our next goal is to recover the space \( \mathbb{R}_1^5 \) of homogeneous coordinates of the classical model. Remember that, in §4.3.5, we identified the coordinate Minkowski space \( \mathbb{R}_1^6 \) of 4-dimensional Möbius geometry with the space of quaternionic Hermitian forms on \( \mathbb{H}^2 \), with points and hyperspheres being the unit and isotropic vectors (Hermitian forms), respectively (cf., Figure T.1). The Minkowski space \( \mathbb{R}_1^5 \) is now obtained as the orthogonal complement of \( S^3 \in \mathbb{R}_1^6 \cong \mathcal{H}(\mathbb{H}^2) \) — the points in \( S^3 \) are the isotropic vectors orthogonal to \( S^3 \), and the 2-spheres in \( S^3 \) can be identified with those 3-spheres that intersect \( S^3 \) orthogonally, as discussed in §4.8.8. On the other hand, any quaternionic Hermitian form can, in the presence of the fixed quaternionic Hermitian form \( S^3 \in \mathcal{H}(\mathbb{H}^2) \), be identified with an endomorphism that is symmetric with respect to \( S^3 \): This is the way we obtained the representations of points and 2-spheres by endomorphisms above.

To extend this description to all of \( \mathbb{R}_1^5 \) we first note that, in our above matrix description, any endomorphism that is symmetric with respect to \( S^3 \cong \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) can be written as \( \mathcal{V} = \begin{pmatrix} q & s \\ r & \bar{q} \end{pmatrix} \) with \( q \in \mathbb{H} \) and \( r, s \in \mathbb{R} \). The (Minkowski) scalar product (4.1) of \( S^3 \) and \( S^3(., \mathcal{V}..) \cong \begin{pmatrix} r & \bar{q} \\ q & s \end{pmatrix} \) is then given by

\[
\langle \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} r & \bar{q} \\ q & s \end{pmatrix} \rangle = \frac{1}{2}(q + \bar{q}).
\]

\(^5\) In the case where \( \text{im}\mathcal{P} = \ker\mathcal{P} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \mathbb{H} \), the same computation yields \( \mathcal{P} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \) up to a real factor.
Hence $S^3(\mathcal{V}) \perp S^3$ if and only if $q \in \text{Im} \mathcal{H}$, that is, if and only if
\[
\mathcal{V}^2 = \begin{pmatrix} rs + q^2 & r(q + \bar{q}) \\ s(q + \bar{q}) & rs + q^2 \end{pmatrix} \in \mathbb{R} \cdot \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]
is a multiple of the identity. In fact, $\mathcal{V}^2 = -|S^3(\mathcal{V})|^2 \text{id}$, so that we have the identification
\[
\mathbb{R}_1^5 \cong \{ \mathcal{V} \in \text{End}(\mathcal{H}^2) \mid \mathcal{V} \text{ is symmetric w.r.t. } S^3, \mathcal{V}^2 = -|S^3(\mathcal{V})|^2 \text{id}_{\mathcal{H}^2} \}.
\]
Note how this generalizes the above characterizations of 2-spheres as endomorphisms with $S^2 = -1$ and points as those satisfying $\mathcal{P}^2 = 0$.

7.1.5 The Möbius Group. By §6.3.8 we know that $\text{Spin}(\mathbb{R}_1^5)$ is generated by reflections (cf., §6.3.4). With the above identification of a point $p \in S^3$ with a nilpotent endomorphism $\mathcal{P} \in \mathcal{H}_2(\mathcal{H}^2)$, via $p = \text{im}\mathcal{P} = \text{ker}\mathcal{P}$, we find that the action of a 2-sphere $S \in \mathcal{S}(\mathcal{H}^2)$ on $\mathcal{P}$ is given by
\[
\mathcal{S}\mathcal{P}\mathcal{S}^{-1} = \mathcal{S}\mathcal{P}\mathcal{S} = \frac{-\langle v, m \rangle^2}{r^2} \begin{pmatrix} m - r^2(v - m)^{-1} & -(m - r^2(v - m)^{-1})^2 \\ 1 & -(m - r^2(v - m)^{-1}) \end{pmatrix};
\]
the first equality holds because $\mathcal{S}^2 = -\text{id}$ and $\hat{S} = -S$, and for the second equality we have assumed that $\mathcal{S}$ and $\mathcal{P}$ are given in terms of affine coordinates as above. Thus $\mathcal{S}$ acts on the points $\mathcal{P}$ of $S^3$ by inversion in $S$, as we expected, since a Minkowski reflection in a Minkowski hyperplane of $\mathbb{R}_1^5$ is an inversion (see Figure T.1). Similarly, the action of $\mathcal{S} = \begin{pmatrix} n & 2d \\ 0 & -n \end{pmatrix}$ is a reflection in the plane given by $\mathcal{S}$. Thus we have learned that the group
\[
\text{Spin}^+(5) = \{ \prod_{j=1}^{2k} S_j \mid S_j \in \mathcal{S}(\mathcal{H}^2) \cap \mathbb{R}_1^5 = S_1^4 \} \subset \text{Sl}(\mathcal{H}^2) \subset \text{End}(\mathcal{H}^2)
\]
sits inside the endomorphisms of $\mathcal{H}^2$ and, since $\text{Spin}^+(5)$ is a double cover of the Möbius group $\text{Möb}^+(3)$ (see §6.3.12), how the (orientation-preserving) Möbius transformations act on $\mathbb{R}_1^5 \subset \text{End}(\mathcal{H}^2)$.

7.1.6 Thus we have recovered important objects of our previously discussed Clifford algebra model in terms of the quaternionic setup, as sitting inside the endomorphisms of $\mathcal{H}^2$: the coordinate Minkowski space $\mathbb{R}_1^5$ from the classical model of 3-dimensional Möbius geometry as well as the group of orientation-preserving Möbius transformations $\text{Möb}^+(3)$, or its universal cover $\text{Spin}^+_1(5)$.

However, it is clear that there will be no chance to recover the Clifford algebra $\mathcal{A}(\mathbb{R}_1^5)$ itself as a subalgebra of $\text{End}(\mathcal{H}^2)$, thought of as an algebra over the reals: Just note that $\mathcal{A}(\mathbb{R}_1^5)$ is a $2^5$-dimensional algebra whereas $\text{End}(\mathcal{H}^2)$ is of (real) dimension $2^2 \times 4 = 16$. Thus, in developing our Vahlen matrix approach to Möbius geometry in this chapter, we will be led by various ideas from the setup that we analyzed in this section — but we will need to suitably adjust the ideas that we elaborated on here.
7.2 Vahlen matrices and the spin group

Our first goal is to describe the Clifford algebra of the coordinate Minkowski space of \( n \)-dimensional Möbius geometry in terms of \( 2 \times 2 \) matrices,\(^6\) elaborating on ideas from §7.1.4: The main issue will be to express the coordinate Minkowski space \( \mathbb{R}_1^{n+2} \) in terms of suitable \( 2 \times 2 \) matrices. Clifford multiplication\(^7\) will then be given by matrix multiplication.

After clarifying the structure of the Clifford algebra so obtained, we will characterize the Clifford, pin, and spin groups. A more comprehensive treatment of the material (also covering the more involved situation of other signatures) can be found in [189] and in [224], which served as the main source for this section.

7.2.1 Consider the space \( M(2 \times 2, \mathcal{A}\mathbb{R}^n) \) of \( 2 \times 2 \) matrices with entries from the Clifford algebra of Euclidean \( n \)-space. Clearly this is a real \( 2^{n+2} \)-dimensional vector space, in the usual way. Equipped with matrix multiplication, where multiplication of the components is by Clifford multiplication in \( \mathcal{A}\mathbb{R}^n \), it becomes a noncommutative algebra with unit \( 1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \). As such, it qualifies as a candidate for the Clifford algebra of an \((n+2)\)-dimensional (“vector”-) subspace \( V \) of \( M(2 \times 2, \mathcal{A}\mathbb{R}^n) \). Since Clifford multiplication is supposed to be matrix multiplication on \( M(2 \times 2, \mathcal{A}\mathbb{R}^n) \), the elements of \( V \) have to square to a multiple of 1, and \( V \) has to generate \( \mathcal{A}V \): If we choose an orthonormal basis \( (E_0, \ldots, E_{n+1}) \) of \( V \), with respect to the scalar product obtained from squaring elements in \( V \), then all products of \( k \) different basis vectors must provide a basis for \( \Lambda^k V \), and the products of \( k = 0, \ldots, n+2 \) different basis vectors provide a basis of \( \mathcal{A}V = \bigoplus_{k=0}^{n+2} \Lambda^k V \) — remember that we introduced the Clifford algebra of a vector space \( V \) as its exterior algebra, equipped with a different product that depends on the scalar product on \( V \) (see Section 6.2).

7.2.2 Lemma. \( M(2 \times 2, \mathcal{A}\mathbb{R}^n) = \mathcal{A}V \) is the Clifford algebra of the \((n+2)\)-dimensional Minkowski space\(^8\)

\[
V := \{ \begin{pmatrix} v & v_\infty \\ v_0 & -v \end{pmatrix} \mid v_0, v_\infty \in \mathbb{R}, v \in \mathbb{R}^n \} \subset M(2 \times 2, \mathcal{A}\mathbb{R}^n).
\]

\(^6\) Note that the term “endomorphism” makes no sense here since we have no (2-dimensional) vector space for an endomorphism to act on. This matrix representation of the Clifford algebra corresponds to what is called “conformal split” in [154] — this should be a useful reference, together with [155].

\(^7\) Readers who are not familiar with Clifford algebras may wish to consult Section 6.2 for some basic information. Good references are also [189] and [224].

\(^8\) More generally, it can be proven that \( M(2 \times 2, \mathcal{A}\mathbb{R}^n_p) \cong \mathcal{A}\mathbb{R}^{n+2}_{p+1} \) (see [189]).
7.2.3 Notation. Henceforth we will not distinguish between \( R_{1}^{n+2} \) and \( V \), and we shall write \( A R_{1}^{n+2} \) for \( AV = M(2 \times 2, A R^n) \), \( \Gamma(R_{1}^{n+2}) \) for \( \Gamma(V) \), and so on.

7.2.4 Proof. First note that, for \( V = \binom{v \ v_{\infty}}{v_{0} - v} \in V \), we have

\[
V^2 = \left( \begin{array}{cc} v & v_{\infty} \\ v_{0} & -v \end{array} \right)^2 = \left( \begin{array}{cc} v^2 + v_0 v_{\infty} & 0 \\ 0 & v^2 + v_0 v_{\infty} \end{array} \right) = (v^2 + v_0 v_{\infty}) \cdot 1 \tag{7.1}
\]

with \( v^2 + v_0 v_{\infty} \in \mathbb{R} \). Since \( \mathbb{R}^n \ni v \mapsto -v^2 \in \mathbb{R} \) is the quadratic form of the Euclidean scalar product on \( \mathbb{R}^n \), the quadratic form \( V \ni V \mapsto -V^2 \in \mathbb{R} \) belongs to a Minkowski scalar product, as claimed.

7.2.5 To see that \( V \) generates \( M(2 \times 2, A R^n) \) we choose a basis that is orthonormal with respect to the Minkowski product on \( V \):

\[
E_0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad E_j = \begin{pmatrix} e_j & 0 \\ 0 & -e_j \end{pmatrix}, \quad \text{and} \quad E_{n+1} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\]

Because, for orthonormal vectors, the Clifford product becomes the exterior product, we can now determine \( \Lambda^k V \) for \( k = 0, \ldots, n+2 \): Identifying (cf., §7.1.1)

\[
\Lambda^i R^n \cong \{ \binom{v}{0} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \} \mid v \in \Lambda^i R^n \}
\]

and writing, for abbreviation,

\[
E_0 \Lambda^i R^n := \{ E_0 V \mid V \in \Lambda^i R^n \} \cong \{ \begin{pmatrix} 0 \\ \eta \end{pmatrix} \begin{pmatrix} (-1)^i \eta \\ 0 \end{pmatrix} \mid \eta \in \Lambda^i R^n \},
\]

\[
\Lambda^i R^n E_{n+1} := \{ V E_{n+1} \mid V \in \Lambda^i R^n \} \cong \{ \begin{pmatrix} 0 \\ r \end{pmatrix} \begin{pmatrix} (-1)^{i+1} r \\ 0 \end{pmatrix} \mid r \in \Lambda^i R^n \},
\]

\[
E_0 \Lambda^i R^n E_{n+1} := \{ E_0 V E_{n+1} \mid V \in \Lambda^i R^n \} \cong \{ \begin{pmatrix} \hat{z} \\ 0 \end{pmatrix} \begin{pmatrix} (-1)^{i+1} \hat{z} \\ 0 \end{pmatrix} \mid \hat{z} \in \Lambda^i R^n \},
\]

for \( i = 1, \ldots, n \), we will have

\[
\Lambda^k V = \Lambda^k R^n \oplus E_0 \Lambda^{k-1} R^n \oplus \Lambda^{k-1} R^n E_{n+1} \oplus E_0 \Lambda^{k-2} R^n E_{n+1}
\]

\[
\cong \{ \begin{pmatrix} v + \hat{z} \\ \eta \end{pmatrix} \begin{pmatrix} r \\ (-1)^k (v - \hat{z}) \end{pmatrix} \mid v \in \Lambda^k R^n; \eta \in \Lambda^{k-1} R^n; \hat{z} \in \Lambda^{k-2} R^n \}.
\]

Hence \( V \) indeed generates \( AV \), \( M(2 \times 2, A R^n) = \bigoplus_{k=0}^{n+2} \Lambda^k V \). \( \triangledown \)

7.2.6 Note that, with the setup from the previous paragraph, we can easily write the identification \( R^n \leftrightarrow Q^n_0 \) of Euclidean \( n \)-space with a quadric of constant curvature \( Q^n_0 \subset V \cong R_{1}^{n+2} \) (see §1.4.3 and §7.1.3), namely,

\[
R^n \ni v \mapsto \frac{1 + |v|^2}{2} E_0 + \sum_{j=1}^{n} v_j E_j + \frac{1 - |v|^2}{2} E_{n+1} = \begin{pmatrix} v \\ 1 \end{pmatrix} \begin{pmatrix} v^2 \\ -v \end{pmatrix} \in R_{1}^{n+2}.
\]
7.2.7 Next, in order to arrive at a description of the Clifford, pin, and spin groups in $\mathcal{A}V \cong \mathcal{A}R_1^{n+2}$, we describe the order involution $\mathcal{V} \mapsto \hat{\mathcal{V}}$ and the Clifford conjugation $\mathcal{V} \mapsto \bar{\mathcal{V}}$ on $\mathcal{A}R_1^{n+2}$ (see §6.3.1).

First we consider the order involution: On one hand, we know from §6.3.1 that we have $\hat{\mathcal{V}} = (-1)^k \mathcal{V}$ for $\mathcal{V} \in \Lambda^k R_1^{n+2}$; on the other hand, we know from (7.2) that the diagonal entries of $\mathcal{V} \in \Lambda^k R_1^{n+2}$ have the orders $k$ and $k-2$ while the off-diagonal entries have order $k-1$. Consequently,

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} \hat{a} & -\hat{b} \\ -\hat{c} & \hat{d} \end{pmatrix}$$

(7.3)

for $\mathcal{V} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Lambda^k R_1^{n+2}$, and hence for $\mathcal{V} \in \mathcal{A}R_1^{n+2}$.

The situation is slightly more difficult for the Clifford conjugation, where we have $\bar{\mathcal{V}} = (-1)^{k+1} \mathcal{V}$ for $\mathcal{V} \in \Lambda^k R_1^{n+2}$ (see §6.3.1). With

$$(-1)^{\frac{(k-2)(k-1)}{2}} = -(-1)^{\frac{k(k+1)}{2}} \quad \text{and} \quad (-1)^{\frac{k-1}{2}} = (-1)^k (-1)^{\frac{k+1}{2}},$$

we deduce from (7.2) that

$$\begin{pmatrix} \bar{a} & \bar{b} \\ \bar{c} & \bar{d} \end{pmatrix} = (-1)^k \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$$

(7.4)

for $\mathcal{V} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Lambda^k R_1^{n+2}$; this extends to all of $\mathcal{A}R_1^{n+2} = \bigoplus_{k=0}^{n+2} \Lambda^k R_1^{n+2}$ by linearity, as before. Using (7.3), this yields

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} \hat{a} & -\hat{b} \\ -\hat{c} & \hat{d} \end{pmatrix} = \begin{pmatrix} \hat{a} & -\hat{b} \\ -\hat{c} & \hat{d} \end{pmatrix}.$$

(7.5)

7.2.8 We are now prepared to establish one of the key results for the present setup, a characterization of the Clifford group $\Gamma(R_1^{n+2})$ in $\mathcal{A}R_1^{n+2}$. The characterizations of the pin and spin groups (see §6.3.7 and §6.3.8) will then be an easy consequence. This theorem is usually attributed to Vahlen [288] — therefore the name “Vahlen matrices” for the elements of $\Gamma(R_1^{n+2})$ (cf., [189]). Our proof will loosely follow the one given by Porteous in [224], and we state it in the form given by Ahlfors [2]:

7.2.9 Theorem (Vahlen). An element $\mathcal{V} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathcal{A}(R_1^{n+2})$ is in the Clifford group of $R_1^{n+2}$, $\mathcal{V} \in \Gamma(R_1^{n+2})$, if and only if

(i) $a, b, c, d \in \Gamma(R^n) \cup \{0\} =: \Theta(R^n)$,

(ii) $\hat{a} \bar{b}, \bar{b} \hat{d}, \hat{d} \bar{c}, \bar{c} \hat{a} \in R^n$, and
\[(iii) \quad \Delta := a\hat{d} - b\hat{c} \in \mathbb{R} \setminus \{0\}.\]

7.2.10 Proof. Before getting into the proof of the theorem, we collect a couple of useful facts and recall some material on the Clifford group from Chapter 6. We will also (locally) introduce some notations. Thus we want to show that the Clifford group is identical to the set \(\mathfrak{U}(\mathbb{R}^n)\) of “Vahlen matrices,”

\[\Gamma(\mathbb{R}^{n+2}) = \mathfrak{U}(\mathbb{R}^n) := \{V \in A(\mathbb{R}^{n+2}) \mid V \text{ satisfies (i) – (iii)}\}.\]

In order to make the arguments a bit clearer, we introduce a third involution, the “Clifford transpose,” \(v \mapsto \bar{v} := \hat{v} \) on \(A\mathbb{R}^n\), and note that \(v \mapsto \bar{v}\) is an antiautomorphism, that is, \(\bar{vw} = \bar{w} \bar{v}\) for \(v, w \in A\mathbb{R}^n\), with \(\bar{v} = v\) on \(\mathbb{R}^n\). Also note that all three involutions of \(A\mathbb{R}^n\) commute — this is because they are just \(\pm id\) on \(\Lambda^k \mathbb{R}^n\) — and that they leave the Clifford group \(\Gamma(\mathbb{R}^n)\) invariant,

\[s \in \Gamma(\mathbb{R}^n) \implies \hat{s}, \bar{s}, \tilde{s} \in \Gamma(\mathbb{R}^n),\]

as is easily shown with §6.3.7 in mind: By §6.3.2, we have to show that, for example, \(\hat{s}\) has an inverse \(\hat{s}^{-1}\) and that \(\hat{s}v\hat{s}^{-1} \in \mathbb{R}^n\) for any \(v \in \mathbb{R}^n\). The first statement follows because, with \(\hat{s}^{-1} = \frac{1}{\hat{s}}\), and the second follows since \((\hat{s}v\hat{s}^{-1}) = sv\hat{s}^{-1} \in \mathbb{R}^n\). For the antiautomorphisms \(\bar{\cdot}\) and \(\tilde{\cdot}\), the second statement is slightly less direct to verify: Here, \(\bar{sv}\hat{s}^{-1} = -\hat{s}^{-1}v\hat{s} \in \mathbb{R}^n\) since we have \(\hat{s}^{-1} \in \Gamma(\mathbb{R}^n)\).

7.2.11 With these remarks in mind, we now prove an algebraic fact that will be useful in our proof:

\[\forall a, b \in \Theta(\mathbb{R}^n) : a\hat{b} \in \mathbb{R}^n \Leftrightarrow \hat{b}a \in \mathbb{R}^n \quad \text{and} \quad \hat{a}b \in \mathbb{R}^n \Leftrightarrow b\hat{a} \in \mathbb{R}^n.\]

If \(a = 0\) or \(b = 0\), the statement is trivial, so that we may assume, without loss of generality, that \(a, b \in \Gamma(\mathbb{R}^n)\). First let \(v := \hat{b}a \in \mathbb{R}^n\); then

\[\mathbb{R}^n \ni bv\hat{b}^{-1} = b\hat{b}a_{bb}b = \hat{ba}.\]

If, on the other hand, \(w := a\hat{b} \in \mathbb{R}^n\), we compute

\[\mathbb{R}^n \ni \bar{bw}\hat{b}^{-1} = \bar{ba},\]

since \(\bar{b} \in \Gamma(\mathbb{R}^n)\) also. The second equivalence can be derived similarly. Another way\(^9\) to obtain the second statement is by applying the first equivalence and the fact that our involutions \(\hat{\cdot}\) and \(\tilde{\cdot}\) leave \(\mathbb{R}^n\) invariant:

\[\hat{ab} = \hat{ba} \in \mathbb{R}^n \Leftrightarrow \mathbb{R}^n \ni \hat{a}\hat{b} = \bar{ba}.
\]

\(^9\) Yet another way is by showing that \(a\hat{b} \in \mathbb{R}^n \Leftrightarrow \hat{b}a \in \mathbb{R}^n\) (cf., [47] and [224]): From §6.3.6, we deduce \(aa = a\hat{a} = \pm aa\); this yields \(\hat{a}\hat{b}a\hat{b}^{-1} = a\hat{b}a_{bb}a\hat{b} = \pm \hat{ab}b\) and \(b^{-1}\hat{a}\hat{b}b = \pm \hat{ab}b.\)
As a consequence, (ii) in §7.2.9 is equivalent to $\tilde{a}b, \tilde{c}d \in \mathbb{R}^n$ and $a\tilde{c}, b\tilde{d} \in \mathbb{R}^n$.

With this we are now prepared to attack the proof of the theorem:

7.2.12 First we show that $\mathfrak{G}(\mathbb{R}^n) \subset \Gamma(\mathbb{R}^n)$.

For this purpose we verify that any Vahlen matrix $V \in \mathfrak{G}(\mathbb{R}^n)$ is (a) invertible and (b) acts on $\mathbb{R}^{n+2}_1 \cong V$ via the twisted adjoint action (see §6.3.7).

(a) By §6.3.7, we know that the inverse $V^{-1}$ of an element of the Clifford group is a multiple of its conjugate $\bar{V}$. Hence it suffices to verify that $\mathcal{V}\bar{V}$ is a nonzero multiple of 1; but

$$\mathcal{V}\bar{V} = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \left( \begin{array}{cc} \bar{a} & \bar{b} \\ \bar{c} & \bar{d} \end{array} \right) = \left( \begin{array}{cc} a\bar{d} - b\bar{c} & b\bar{a} - a\bar{b} \\ c\bar{d} - d\bar{c} & d\bar{a} - c\bar{b} \end{array} \right) = \Delta \cdot 1 \quad (7.6)$$

because the off-diagonal entries vanish by (ii) — $V$ is in the +1-eigenspace of Clifford transpose — and $\tilde{\Delta} = \Delta \in \mathbb{R} \setminus \{0\}$ by (iii). Thus $V^{-1} = \frac{1}{\tilde{\Delta}} \bar{V}$.

(b) Here we have to check that $\mathcal{V}\hat{\mathcal{X}}\hat{\mathcal{V}}^{-1} \in \mathbb{R}^{n+2}_1$ for all $\mathcal{X} \in \mathbb{R}^{n+2}_1$; since $\hat{\mathcal{V}}^{-1} = \frac{1}{\tilde{\Delta}} \hat{\mathcal{V}}$, it suffices to examine

$$\mathcal{V}\hat{\mathcal{X}}\hat{\mathcal{V}} = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \left( \begin{array}{cc} x & x_\infty \\ x_0 & -x \end{array} \right) \left( \begin{array}{cc} \hat{a} & \hat{b} \\ \hat{c} & \hat{d} \end{array} \right)$$

$$= \left( \begin{array}{cc} ax\tilde{d} - bx\tilde{c} + x_0bd + x_\infty a\tilde{c} & ax\tilde{b} - bx\tilde{a} + x_0b\tilde{d} + x_\infty a\tilde{d} \\ cxd - dx\tilde{c} + x_0dd + x_\infty c\tilde{d} & cx\tilde{b} - dx\tilde{a} + x_0d\tilde{d} + x_\infty c\tilde{a} \end{array} \right). \quad (7.7)$$

Moreover, since the map $\mathcal{X} \mapsto \mathcal{V}\hat{\mathcal{X}}\hat{\mathcal{V}}$ is clearly (real) linear, we can break down the investigation into cases:

$x_0 = 1, x = 0, x_\infty = 0$. In this case, $\mathcal{V}\hat{\mathcal{X}}\hat{\mathcal{V}} \in \mathbb{R}^{n+2}_1$ by (i) and (ii), using our preliminary remark in §7.2.11.

$x_0 = 0, x = 0, x_\infty = 1$. Here $\mathcal{V}\hat{\mathcal{X}}\hat{\mathcal{V}} \in \mathbb{R}^{n+2}_1$, just as in the previous case.

$x_0 = 0, x$ arbitrary, $x_\infty = 0$. This case is a little bit more complicated, and we consider the components in (7.7) separately. First consider an off diagonal entry, say $ax\tilde{b} - bx\tilde{a}$: If $a = 0$, there is nothing to show; if $a \neq 0$, we compute

$$\tilde{a}(ax\tilde{b} - bx\tilde{a})a = \tilde{a}a \cdot (x \cdot \tilde{b}a - \tilde{a}b \cdot x) = 2\tilde{a}a \cdot \langle x, \tilde{a}b \rangle \in \mathbb{R}.$$

Thus $ax\tilde{b} - bx\tilde{a} = 2\langle x, \tilde{a}b \rangle \in \mathbb{R}$. To show that $ax\tilde{d} - bx\tilde{c} \in \mathbb{R}^n$, we first assume that $a \neq 0$: Then we can write

$$d = (\tilde{a}a - c\tilde{b})\tilde{a}^{-1} + \tilde{c}b\tilde{a}^{-1} = \frac{1}{\tilde{a}a}(\Delta\tilde{a} - c \cdot (\tilde{b}a))$$

since $\tilde{a}^{-1} = \frac{1}{\tilde{a}a}\tilde{a}$ and $\tilde{b}a = -\tilde{b}a$ because $\hat{\cdot}$ is an automorphism of $A\mathbb{R}^n$ with $\mathbb{R}^n$ in its $-1$-eigenspace. Consequently,

$$ax\tilde{d} - bx\tilde{c} = \frac{1}{\tilde{a}a}\{ax(\Delta\tilde{a} - (\tilde{a}b)c) - a(\tilde{a}b)x\tilde{c}\} = \Delta ax\tilde{a}^{-1} + \frac{2}{\tilde{a}a}(\tilde{a}b, x) a\tilde{c} \in \mathbb{R}^n.$$
by (i) and (ii), where we again use our remark from §7.2.11. If, on the other hand, \(a = 0\), we must have \(b \neq 0\) and \(c = -\Delta \bar{b} \hat{b}\), so that

\[
axd - bx\bar{c} = \Delta bx\hat{b}^{-1} \in \mathbb{R}^n
\]

in this case also. In any case, we find that \(axd - bx\bar{c} =: v \in \mathbb{R}^n\), so that \(cxb - dx\bar{a} = \bar{v} = -v\) and \(VX\hat{V} \in \mathbb{R}^n+2\) as sought.

Thus we have proved one inclusion.

7.2.13 To complete our proof, we show that \(\Gamma(\mathbb{R}^n) \subset \mathfrak{V}(\mathbb{R}^n)\).

From §6.3.6 (and §6.3.4) we know that any element \(V\) of the Clifford group \(\Gamma(\mathbb{R}^n+2)\) is a (nonzero) real multiple of the identity, or a product of nonisotropic vectors, \(V = \prod_{i=1}^k V_i\) with \(V_i^2 \neq 0\). We use induction to show that any such product satisfies the properties (i) – (iii) in §7.2.9 of a Vahlen matrix.

\(k = 0\), that is, \(V = \delta 1\) with \(\delta \neq 0\). It is a trivial exercise\(^{10}\) to verify that \(V\) satisfies the properties of a Vahlen matrix.

\(k \rightarrow k + 1\). Here we want to show that the product \(VX\) of a Vahlen matrix \(V \in \mathfrak{V}(\mathbb{R}^n)\) and a vector \(X \in \mathbb{R}^n+2\) with \(X^2 \neq 0\) is a Vahlen matrix. Thus we consider

\[
\begin{pmatrix}
  a & b \\
  c & d
\end{pmatrix}
\begin{pmatrix}
  x & x_\infty \\
  x_0 & -x
\end{pmatrix} =
\begin{pmatrix}
  ax + bx_0 & ax_\infty - bx \\
  cx + dx_0 & cx_\infty - dx
\end{pmatrix}.
\]

(i) As a sample we consider \(ax + bx_0\):

If \(a = 0\), clearly \(ax + bx_0 = bx_0 \in \Theta(\mathbb{R}^n)\).

If, on the other hand, \(a \neq 0\), we write \(ax + bx_0 = a(x + \frac{1}{aa} \bar{a}b)\) — since \(\bar{a}b \in \mathbb{R}^n\), we have \(ax + bx_0 \in \Theta(\mathbb{R}^n)\) as the product of \(a \in \Gamma(\mathbb{R}^n)\) and a vector in \(\mathbb{R}^n\). Note that we have used \(\bar{a}b \in \mathbb{R}^n \Leftrightarrow \bar{a}b \in \mathbb{R}^n\) from §7.2.11. The same argument works for the other entries of (7.8).

(ii) A straightforward computation yields

\[
(x + \bar{a}b x - x_\infty \bar{a}a - x_0 \bar{b}b) x - (x^2 + x_0 x_\infty) \bar{a}b \in \mathbb{R}^n,
\]

and likewise for \((cx + dx_0)(cx_\infty - dx)\). Another computation gives

\[
(ax + bx_0)(cx + dx_0) = x_0(axd - bx\bar{c}) + x_0^2 b\bar{d} - x^2 a\bar{c} \in \mathbb{R}^n,
\]

since \(axd - bx\bar{c} \in \mathbb{R}^n\), as we saw in §7.2.12(b); by a similar computation we also find that \((ax_\infty - bx)(cx_\infty - dx) \in \mathbb{R}^n\).

\(^{10}\) It may be a more amusing exercise for the reader to verify that any diagonal matrix with real (nonvanishing diagonal) entries satisfies conditions (i) – (iii) in §7.2.9 — and then find a way to write it as a product of vectors in case it is not a multiple of the identity.
This is again a straightforward computation:

\[(ax + bx_0)(cx_\infty - dx) - (ax_\infty - bx)(cx + dx_0) = -\Delta \cdot X^2 \in \mathbb{R} \setminus \{0\}.\]

Hence, the product in (7.8) satisfies the properties (i) – (iii) so that \(VX \in \mathfrak{V}((\mathbb{R}^n))\) is a Vahlen matrix. This completes the proof of §7.2.9.  

**7.2.14 Example.** A simple example of a \(2 \times 2\) Clifford algebra matrix \(V\) that is *not* a Vahlen matrix is

\[V := \begin{pmatrix} e_1 e_2 + e_3 e_4 & 0 \\ 0 & e_1 e_2 + e_3 e_4 \end{pmatrix},\]

where \(e_1, e_2, e_3, e_4 \in \mathbb{R}^n, n \geq 4\), are four orthogonal unit vectors in \(\mathbb{R}^n\). Condition (i) is not fulfilled since \(e_1 e_2 + e_3 e_4\) cannot be written as a product of vectors in \(\mathbb{R}^n\), and \(\Delta = 2 - 2e_1 e_2 e_3 e_4 \notin \mathbb{R}\), showing that \(V\) also fails to satisfy (iii).

A less obvious example may be

\[V := \begin{pmatrix} e_1 e_2 & e_3 \\ e_3 & e_1 e_2 \end{pmatrix}\]

with three orthogonal vectors \(e_1, e_2, e_3 \in \mathbb{R}^n, n \geq 3\): Here, (i) and (iii) are satisfied but (ii) fails.

**7.2.15** It is now an easy task to determine the pin and spin groups in \(\mathbb{A}_{\mathbb{R}^{n+2}}\) according to their definitions given in §6.3.7. Since \(\bar{V}V = V\bar{V}\) for \(V \in \Gamma(\mathbb{R}^{n+2})\), the condition for pin simply reads

\[\Delta = a\tilde{d} - b\tilde{c} = \pm 1,\]

as already computed in (7.6). For the spin group we must additionally have the condition \(\tilde{V}V = V\), which, according to (7.3), becomes

\[\hat{a} = a, \quad \hat{d} = d, \quad \hat{b} = -b, \quad \text{and} \quad \hat{c} = -c. \quad (7.9)\]

Since, as we learned for the elements of \(\Gamma(\mathbb{R}^n)\) in §6.3.6, any \(a \in \Theta(\mathbb{R}^n)\) can be written as the product of a real number and a product of vectors,

\[\Theta(\mathbb{R}^n) = \{a = \lambda \prod_{i=1}^{k} v_i \mid \lambda \in \mathbb{R}, v_i \in \mathbb{R}^n\},\]

11) Remember that the empty product is defined to be \(\prod_{i=1}^{0} v_i = 1.\)
this tells us that \( a, d \) come from even products of vectors whereas \( b, c \) come from odd products.\(^\text{12}\) Note that, with (7.9), we obtain

\[
\Delta = a\bar{d} + b\bar{c}.
\]

Summarizing, we have:

**7.2.16 Corollary.** An element \( \mathcal{V} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(\mathbb{R}^{n+2}) \) is in the pin group \( \text{Pin}(\mathbb{R}^{n+2}) \) if and only if \( \Delta = \pm 1 \),

\[
\text{Pin}(\mathbb{R}^{n+2}) = \{ \mathcal{V} \in \Gamma(\mathbb{R}^{n+2}) \mid \Delta = a\bar{d} - b\bar{c} = \pm 1 \},
\]

and it is in the spin group \( \text{Spin}(\mathbb{R}^{n+2}) \) if and only if, additionally, \( a \) and \( d \) come from even products and \( b \) and \( c \) from odd products of vectors in \( \mathbb{R}^n \), that is,

\[
\text{Spin}(\mathbb{R}^{n+2}) = \{ \mathcal{V} \in \Gamma(\mathbb{R}^{n+2}) \mid \hat{a} = a, \hat{b} = -b, \hat{c} = -c, \hat{d} = d, \Delta = \pm 1 \}.
\]

### 7.3 Möbius transformations and spheres

From \( \S.6.3.3 \) we know that the Clifford group \( \Gamma(\mathbb{R}^{n+2}) \) acts by isometries on \( \mathbb{R}^{n+2} \) via the twisted adjoint action

\[
r : \Gamma(\mathbb{R}^{n+2}) \to O(\mathbb{R}^{n+2}), \quad S \mapsto [\mathbb{R}^{n+2} \ni V \mapsto S\hat{V}\hat{S}^{-1} \in \mathbb{R}^{n+2}],
\]

with kernel \( \mathbb{R} \setminus \{0\} \). Similarly, the pin and spin groups act by (orientation-preserving) isometries on \( \mathbb{R}^{n+2} \) with kernel \( \pm 1 \) (see \( \S.6.3.8 \)).

Interpreting \( \mathbb{R}^{n+2} \) as the space of homogeneous coordinates for the Möbius geometry of the conformal \( n \)-sphere \( S^n \cong \mathbb{R}^n \cup \{\infty\} \) (see Figure T.1), this action is by Möbius transformations on \( S^n \) (cf., \( \S.6.3.12 \)).

Our next goal is to write this action on \( S^n \) in terms of Vahlen matrices:

**7.3.1** Let \( \mathcal{V} = \begin{pmatrix} v & -v^2 \\ 1 & -v \end{pmatrix} \in S^n \) (cf., \( \S.7.2.6 \)), and let \( \mathcal{S} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(\mathbb{R}^{n+2}) \). Then

\[
r(\mathcal{S}) \cdot \mathcal{V} = \frac{1}{\Delta} S\hat{V}\hat{S} = \frac{(cv+d)(cv+d)}{\Delta} \begin{pmatrix} w & -w^2 \\ 1 & -w \end{pmatrix} \simeq \begin{pmatrix} w & -w^2 \\ 1 & -w \end{pmatrix}
\]

with \( w := (av+b)(cv+d)^{-1} \) as soon as \( cv+d \neq 0 \) — if, on the other hand, \( cv+d = 0 \), then \( r(\mathcal{S}) \cdot \mathcal{V} \simeq \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \simeq \infty \).

\(^{12}\) Another way to verify this fact is by examining products of vectors in \( \mathbb{R}^{n+2} \).
Note that \((av + b)(cv + d)^{-1} \in \mathbb{R}^n \cup \{\infty\}\) since \(r(S) \cdot \mathcal{V} \in \mathbb{R}^{n+2}_1\) for \(\mathcal{V} \in \mathbb{R}^{n+2}_1\).

Similarly,
\[
r(S) \cdot \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \frac{c\bar{c}}{\Delta} \begin{pmatrix} ac^{-1} & -(ac^{-1})^2 \\ 1 & -ac^{-1} \end{pmatrix} \simeq \begin{pmatrix} w & -w^2 \\ 1 & -w \end{pmatrix}
\]

with \(w := ac^{-1}\), that is, \(r(S)\infty \simeq ac^{-1}\). Thus

7.3.2 Theorem. The Clifford group \(\Gamma(\mathbb{R}^{n+2}_1)\) acts on \(S^n \cong \mathbb{R}^n \cup \{\infty\}\) by Möbius transformations; in affine coordinates, this action is by fractional linear transformations,

\[
(a \ b \\
(c \ d) , v) \mapsto \begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot v := \begin{cases} (av + b)(cv + d)^{-1} & \text{for } v \in \mathbb{R}^n, \\ ac^{-1} & \text{for } v = \infty. \end{cases}
\]

We will also speak of \(v \mapsto (av + b)(cv + d)^{-1}\) as the Möbius transformation associated with the Vahlen matrix \(\begin{pmatrix} a & b \\ c & d \end{pmatrix}\).

Similarly, the pin and spin groups \(\text{Pin}(\mathbb{R}^{n+2}_1)\) and \(\text{Spin}(\mathbb{R}^{n+2}_1)\) act on \(S^n\) by fractional linear transformations.

7.3.3 Note how we used the stereographic projection \(S^n \to \mathbb{R}^n\), that is, a suitable rescaling for the (lightlike) homogeneous coordinates \(\mathcal{V} \in \mathbb{R}^{n+2}_1\) of a point \(v \in \mathbb{R}^n\) (see §1.4.4) in order to obtain a Möbius transformation as a linear fractional transformation (cf., §7.1.3).

7.3.4 This situation is very similar to the quaternionic setup (see §4.4.5). However, in contrast to the quaternionic case, there will be no vector space that can serve as the space of homogeneous coordinates for \(S^n\). The closest we can get to the quaternionic setup here is to identify

\[
\mathbb{R}^n \ni v \leftrightarrow \begin{pmatrix} v \\ 1 \end{pmatrix} \cdot \Gamma(\mathbb{R}^n), \quad \text{and} \quad \infty \leftrightarrow \begin{pmatrix} 1 \\ 0 \end{pmatrix} \cdot \Gamma(\mathbb{R}^n)
\]

and consider \(\Gamma(\mathbb{R}^{n+2}_1)\) as acting by matrix multiplication on these “vectors.” But obviously these “vectors” do not form a vector space and \(\Gamma(\mathbb{R}^n)\) is not a field, so that this “analogy” between the quaternionic setup and the present Clifford algebra setup remains formal.

Moreover, in the quaternionic setup, every quaternionic \(2 \times 2\) matrix acted on (the vector space) \(\mathbb{H}^2\) and hence on \(S^4 \cong \mathbb{H}P^1\). Here it cannot only occur that a matrix with Clifford algebra entries does not provide a Möbius transformation of \(S^n\) (since it is not invertible), but it can also happen that it does not even provide a map \(S^n \to S^n\). For example, the
second $2 \times 2$ matrix from §7.2.14 does not act on $\mathbb{R}^n \cup \{\infty\}$, as the following small computation shows:

$$
\begin{pmatrix}
  e_1 e_2 & e_3 \\
  e_3 & e_1 e_2
\end{pmatrix}
\begin{pmatrix}
  e_3 \\
  1
\end{pmatrix}
=
\begin{pmatrix}
  (e_1 - e_2)e_2 e_3 \\
  (e_1 + e_2)e_2
\end{pmatrix}
\begin{pmatrix}
  -e_1 e_2 e_3 \\
  1
\end{pmatrix}
= (e_1 + e_2)e_2.
$$

7.3.5 Example. As a positive example, we consider $S \in \Gamma(\mathbb{R}^{n+2}_1)$ to be a vector, $S = \begin{pmatrix} s & s_{\infty} \\ s_0 & -s \end{pmatrix} \in \mathbb{R}^{n+2}_1$, of length $1 = -S^2 = -(s^2 + s_0 s_{\infty})$.

If $s_0 = 0$, we have $s^2 = -1$ and its action on $v \in \mathbb{R}^n$ is given by

$$
S v = -(sv + s_{\infty})s^{-1} = sv s + s_{\infty} s = v - 2(\langle s, v \rangle - \frac{1}{2}s_{\infty}) s,
$$

which is the reflection of $v$ in the hyperplane orthogonal to $n := s \in S^{n-1}$ and with distance $d := \frac{1}{2}s_{\infty}$ from the origin.

If, on the other hand, $s_0 \neq 0$, we obtain

$$
S v = (sv + s_{\infty})(s_0 - sv)^{-1} = m - r^2(v - m)^{-1}
$$

with $m := \frac{s}{s_0}$ and $r := \frac{1}{s_0}$ (cf., §7.1.5). In this case we obtain the reflection in the hypersphere with center $m \in \mathbb{R}^n$ and radius $|\frac{1}{s_0}| \in \mathbb{R} \setminus \{0\}$. In particular, $s = 0$ and $s_0 = -s_{\infty} = 1$ gives the inversion $v \mapsto \frac{v}{|v|^2}$ in the unit sphere in $\mathbb{R}^n$.

Note that, corresponding to the factorization of a Vahlen matrix in upper and lower triangular matrices, every Möbius transformation (that is not already a similarity) can be written as the composition of an inversion and a similarity: If $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(\mathbb{R}_1^{n+2})$ denotes a Vahlen matrix with $c \neq 0$, that is, the corresponding Möbius transformation is essential, we may write

$$
\begin{pmatrix}
  a & b \\
  c & d
\end{pmatrix}
= \begin{pmatrix}
  ac^{-1} d - b & a \\
  0 & c
\end{pmatrix}
\begin{pmatrix}
  0 & -1 \\
  1 & -m
\end{pmatrix}
= \begin{pmatrix}
  am + b & a - (am + b)m \\
  0 & c
\end{pmatrix}
\begin{pmatrix}
  m & -(1 + m^2) \\
  1 & -m
\end{pmatrix}, \tag{7.10}
$$

where $m = -c^{-1}d \in \mathbb{R}^n$ (see §7.2.9 and §7.2.11) is the center of inversion.

7.3.6 Thus, as described in §7.1.2 for 2-spheres in $S^3$, we can identify hyperspheres in $S^n$ with elements $S \in \mathbb{R}_1^{n+2}$ that satisfy\textsuperscript{13} $S^2 = -1$. In this way the identification of hyperspheres with a Möbius involution that has this hypersphere as its fixed point set (cf., Section 4.8) leads us back to the

\textsuperscript{13} Note that we obtain exactly the same formulas but that we can no longer interpret $S$ as an endomorphism of a vector space.
classical identification of hyperspheres with the spacelike directions (or unit vectors) in our coordinate Minkowski space $\mathbb{R}^{n+2}$.

Thus the incidence of a point $V$ and a hypersphere $S$ can be detected in two ways: either, by following the classical approach, via orthogonality, or by the fact that $V$ is a fixed point of the Möbius involution,

$$V = \begin{pmatrix} v & -v^2 \\ 1 & -v \end{pmatrix} \perp S \iff S \left( \begin{pmatrix} v \\ 1 \end{pmatrix} \right) = \begin{pmatrix} v \\ 1 \end{pmatrix} a,$$

with a suitable element $a \in \Gamma(\mathbb{R}^n)$. Similarly, the orthogonal intersection of two hyperspheres $S_1$ and $S_2$ is detected by

$$\{S_1, S_2\} = 0 \iff S_1 S_2 = -S_2 S_1,$$

that is, the two hyperspheres intersect orthogonally if and only if the corresponding Möbius involutions commute — remember that $Spin^+_1(n+2)$ is a double cover of Möb$(n)$ (see §6.3.12).

We collect these facts for later reference:

**7.3.7 Lemma.** Any hypersphere $S \subset S^n$ is encoded by a spacelike vector $S \in \mathbb{R}^{n+2}$, $S^2 < 0$; the incidence of a point $V = \begin{pmatrix} v & -v^2 \\ 1 & -v \end{pmatrix} \in \mathbb{R}^{n+2}$ and a hypersphere $S \in \mathbb{R}^{n+2}$ is detected by

$$S \left( \begin{pmatrix} v \\ 1 \end{pmatrix} \right) = \begin{pmatrix} v \\ 1 \end{pmatrix} a, \text{ where } a \in \Gamma(\mathbb{R}^n),$$

and two hyperspheres $S_1, S_2 \in \mathbb{R}^{n+2}$ intersect orthogonally if and only if the corresponding Möbius involutions commute, $\{S_1, S_2\} = 0$.

**7.3.8** The present description resembles very much the quaternionic setup in various aspects — despite the fact that the coordinate vector space $\mathbb{H}^2$ has no Clifford algebra counterpart.

However, the condition $S^2 = -1$ on $Pin(\mathbb{R}^{n+2})$ also does not survive as a characterization of hyperspheres in $S^n$, in contrast to the case of $S^3 \subset \mathbb{H}P^1$ (cf., §7.1.2): For example, if $S_1, S_2 \in \mathbb{R}^{n+2}$ are two orthogonal hyperspheres, that is, $S_i^2 = -1$ and $\{S_1, S_2\} = 0$, then we also have $(S_1 S_2)^2 = -1$, but $S_1 S_2 \in \Lambda^2 \mathbb{R}^{n+2}$ is now a codimension 2 sphere (see §6.4.8 or Figure T.4).

More generally, the product of $m$ orthogonal hyperspheres $S_i$ provides a Möbius involution and squares to $(\prod_{i=1}^m S_i)^2 = (-1)^{m(m+1)}$, so that the $m$-vectors corresponding to spheres of various dimensions square to $-1$.

---

14) Remember that, in (6.3), we defined $[v, w] := vw - wv$ and $\{v, w\} := vw + wv$ for any two elements $v, w$ of the Clifford algebra.
On the other hand, any Möbius involution $S \in \text{Pin}(\mathbb{R}_1^{n+2})$ can be described as a product of inversions in orthogonal hyperspheres (see §1.3.19) — since the equation $S^2 = \pm 1$ characterizes such involutions, we deduce that it indeed characterizes spheres of certain dimensions as long as the fixed point set of the involution is not empty\(^{15}\) (see §1.3.21).

Thus the condition $S^2 = -1$, or $S^2 = +1$, does not suffice to characterize the spheres of a given dimension, but, in order to control the dimension $k$ of the sphere $S \subset S^n$, one has to require additionally that $S \in \Lambda^{n-k} \mathbb{R}_1^{n+2}$, as in §6.4.8:

**7.3.9 Lemma.** Any $k$-sphere $S \subset S^n$ can be described as the product of $n-k$ orthogonal hyperspheres $S_i \in \mathbb{R}_1^{n+2}$, that is,

$$S = \prod_{i=1}^{n-k} S_i \in \Lambda^{n-k} \mathbb{R}_1^{n+2},$$

where $S_i^2 = -1$ and $\{S_i, S_j\} = 0$ for $i, j = 1, \ldots, n-k$, $j \neq i$. Equivalently, a $k$-sphere $S \subset S^n$ can be characterized as a pure $(n-k)$-vector\(^{16}\)

$$S \in \Lambda^{n-k} \mathbb{R}_1^{n+2} \quad \text{with} \quad S^2 = (-1)^{(n-k)(n-k+1)/2},$$

or, similarly, it can be described by its Clifford dual\(^{17}\) $vS \in \mathbb{R}_1^{k+2}$.

**7.3.10** Now we can characterize the incidence of a point and a $k$-sphere $S$ in a similar way as for hyperspheres in §7.3.7: First note that, by writing the $k$-sphere $S = \prod_{i=1}^{n-k} S_i$ as the orthogonal intersection of $n-k$ hyperspheres, we find that

$$S \begin{pmatrix} v \\ 1 \end{pmatrix} = \prod_{i=1}^{n-k} S_i \begin{pmatrix} v \\ 1 \end{pmatrix} = \begin{pmatrix} v \\ 1 \end{pmatrix} \cdot \prod_{i=0}^{n-k-1} a_{n-k-i} = \begin{pmatrix} v \\ 1 \end{pmatrix} \cdot a$$

with suitable $a_i \in \Gamma(\mathbb{R}^n)$ and $a = a_{n-k} \cdots a_1$ if $v \in S \cap \mathbb{R}^n$.

A similar argument applies to $v = \infty$ and its “coordinate vector” \((1 \ 0)\).

**7.3.11** To see the converse, we note that a point $v \in \mathbb{R}^n$ is a fixed point of the Möbius involution given by $S$ if and only if it satisfies

$$S \begin{pmatrix} v \\ 1 \end{pmatrix} \simeq \begin{pmatrix} v \\ 1 \end{pmatrix} \iff r(S) \cdot \mathcal{V} \simeq \mathcal{V},$$

\(^{15}\) As it would be for the product of $m = n+1$ orthogonal hyperspheres.

\(^{16}\) If $S$ is a pure $(n-k)$-vector that squares to $\pm 1$, then $S \in \text{Pin}(\mathbb{R}_1^{n+2})$.

\(^{17}\) We have $(vS)^2 = -(-1)^{(k+2)(k+2+1)/2}$ since the Clifford dual of a spacelike pure $(n-k)$-vector is a timelike pure $(k+2)$-vector (cf., §6.4.6).
where \( V = \left( \begin{array}{c} v - v^2 \\ 1 - v \end{array} \right) \in \mathbb{R}^{n+2}_1 \) is a lightlike vector corresponding to \( v \) and \( r(S) \) is the twisted adjoint action of \( S \) on \( \mathbb{R}^{n+2}_1 \), as in §7.3.1. With \( S = \prod_{i=1}^{n-k} S_i \) as before, the twisted adjoint action of \( r(S) \in O(\mathbb{R}^{n+2}_1) \) on \( \mathbb{R}^{n+2}_1 \) becomes the reflection in \( n - k \) orthogonal (Minkowski) hyperplanes \( S_i \),

\[
    r(S) \cdot V = S_1 \cdots S_{n-k} VS_{n-k} \cdots S_1 = V + \sum_{i=1}^{n-k} \{ V, S_i \} S_i,
\]

where we used that \( S_i^2 = -1 \), so that \( \Delta_i = +1 \). Consequently, \( r(S) \) has the spacelike span\{\( S_1, \ldots, S_{n-k} \)\} as its \(-1\) eigenspace and the Minkowski orthogonal complement span\{\( S_1, \ldots, S_{n-k} \)\} as its \(+1\) eigenspace.\(^{18}\) Thus, if \( V \) is an isotropic eigenvector of \( S \), then it must be in the \(+1\) eigenspace of \( r(S) \), and therefore (see §7.3.7 or Figure T.1) \( v \in S_i \) for \( i = 1, \ldots, n - k \). Consequently, \( v \in S \).

Again, the same arguments apply when \( v = \infty \), and we have proven the sought characterization of the incidence of a point and a \( k \)-sphere:

7.3.12 Lemma. A point \( v \in S^n \) lies on a \( k \)-sphere \( S \in \Lambda^{n-k} \mathbb{R}_1^{n+2} \) if and only if \( v \) is a fixed point of the corresponding M"obius involution, that is, if and only if

\[
    S \cdot v = v \quad \Leftrightarrow \quad S \left( \begin{array}{c} v \\ 1 \end{array} \right) = \left( \begin{array}{c} v \\ 1 \end{array} \right) \cdot a \quad \text{or} \quad S \left( \begin{array}{c} 1 \\ 0 \end{array} \right) = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \cdot a,
\]

respectively, with a suitable \( a \in \Gamma(\mathbb{R}^n) \).

If \( S = \prod_{i=1}^{n-k} S_i \) is given as the intersection of \( n - k \) orthogonal hyperspheres, then \( S \cdot v = v \) if and only if \( S_i \cdot v = v \) for \( i = 1, \ldots, n - k \).

7.3.13 Of particular interest to us are the 0-spheres: Remember that the space of spacelike pure \( n \)-vectors \( S \in \Lambda^{n} \mathbb{R}_1^{n+2} \), or the space of timelike pure 2-vectors \( vS \in \Lambda^{2} \mathbb{R}_1^{n+2} \), can be interpreted as the space of point pairs in \( S^n \) (see Figure T.4). This space naturally turned up in the theory of (Darboux pairs of) isothermic surfaces and their spectral (Calapso) transformations (cf., §3.3.5 and §5.5.20), and the convenient description that this space had in the quaternionic setup (see Section 4.5) was one of the reasons why the quaternionic model of M"obius geometry was so well suited for our investigations on isothermic surfaces and their transformations in Chapter 5.

In the present Clifford algebra setup we have a similar description of the space of point pairs (0-spheres) as in the quaternionic setup.

7.3.14 First remember that the Lie algebra \( \text{spin}(\mathbb{R}_1^{n+2}) = \Lambda^2 \mathbb{R}_1^{n+2} \) (see §6.3.10). We already saw in (7.2) that, in our matrix version of \( \mathcal{A} \mathbb{R}_1^{n+2} \),

\[
    \Lambda^2 \mathbb{R}_1^{n+2} = \left\{ \begin{pmatrix} r + \hat{3} & v \\ w & -r + \hat{3} \end{pmatrix} \bigg| r \in \mathbb{R}; v, w \in \mathbb{R}^n; \hat{3} \in \Lambda^2 \mathbb{R}^n \right\}.
\]

\(^{18}\) Note that this argument is quite similar to the one given to prove that any M"obius involution decomposes into inversions (see §1.3.19f).
As in Section 4.5, we naturally obtain a decomposition of $\text{spin}(\mathbb{R}^{n+2}_1)$ into diagonal and off-diagonal parts,

$$\text{spin}(\mathbb{R}^{n+2}_1) = \Lambda^2 \mathbb{R}^{n+2}_1 = \mathfrak{k} \oplus \mathfrak{p} := \left\{ \begin{pmatrix} r + \mathbb{J} & 0 \\ 0 & -r + \mathbb{J} \end{pmatrix} \right\} \oplus \left\{ \begin{pmatrix} 0 & v \\ w & 0 \end{pmatrix} \right\},$$

which is a symmetric decomposition of $\text{spin}(\mathbb{R}^{n+2}_1),$

$$[\mathfrak{k}, \mathfrak{k}] \subset \mathfrak{k}, \quad [\mathfrak{k}, \mathfrak{p}] \subset \mathfrak{p}, \quad \text{and} \quad [\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{k}$$

(cf., (4.9)). Note that $\mathfrak{k}$ is the Lie algebra of the stretch-rotations of $\mathbb{R}^n,$ that is, its Lie group $K$ consists of those (orientation-preserving in the case of the spin group) Möbius transformations that fix the “base point pair” $(\infty, 0):$

$$K = \left\{ \begin{pmatrix} r & 0 \\ 0 & \pm 1/r \end{pmatrix} \prod_{i=1}^k \begin{pmatrix} n_i & 0 \\ 0 & -n_i \end{pmatrix} \mid r \in \mathbb{R} \setminus \{0\}, n_i \in S^{n-1} \subset \mathbb{R}^n \right\}.$$

Thus, as in §4.5.3, the space of point pairs — or 0-spheres — in $S^n$ is identified as a reductive homogeneous space:

7.3.15 Lemma. The space $\mathfrak{P} = \{(\mathcal{P}, \mathcal{Q}) \in S^n \times S^n \mid \mathcal{Q} \neq \mathcal{P}\}$ of point pairs in $S^n$ is a homogeneous space

$$\mathfrak{P} = \text{Spin}(\mathbb{R}^{n+2}_1)/K,$$ where $K := \left\{ \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} \in \text{Spin}(\mathbb{R}^{n+2}_1) \right\}$

is the isotropy group of $0, \infty \in S^n \cong \mathbb{R}^n \cup \{\infty\}.$ This isotropy group $K$ consists of the rotations and homotheties\(^{19}\) of $\mathbb{R}^n.$

The tangent space of $\mathfrak{P}$ at $(\infty, 0) \in \mathfrak{P}$ is $T_{(\infty,0)}\mathfrak{P} \cong \mathfrak{p}.$

7.4 Frames and structure equations

In §4.5.8 we introduced the notion of an “adapted frame” for a point pair map in the conformal 4-sphere — choosing $\begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $\begin{pmatrix} 0 \\ 1 \end{pmatrix}$ as the homogeneous coordinates for a base point pair $(\infty, 0) \in \mathfrak{P},$ we could then interpret the columns of the matrix representation $F : M \rightarrow \text{Sl}(2, \mathbb{H})$ as homogeneous coordinates of the point pair map, $F = (f_\infty, f_0).$ In the current Clifford algebra setup, a similar interpretation is possible — with some restriction caused by the fact that we do not have the notion of “homogeneous coordinates” in the same sense as in the quaternionic setup.

Thus we start with a definition analogous to the one given in §4.5.8:

\(^{19}\)Note how a homothety of $\mathbb{R}^n$ can be written as the product of two inversions in hyperspheres (with different radii) centered at $0 \in \mathbb{R}^n.
7.4.1 Definition. A map $F : M \to \text{Spin}(\mathbb{R}_1^{n+2})$ is called an adapted frame for the point pair map $(f_\infty, f_0) : M \to \mathcal{P}$ if $f_0 = F \cdot 0$ and $f_\infty = F \cdot \infty$.

7.4.2 By writing an adapted frame $F : M \to \text{Spin}(\mathbb{R}_1^{n+2})$ for a point pair map $(f_\infty, f_0) : M \to \mathcal{P}$ as a Vahlen matrix, $F = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, we obtain

$$f_\infty = ac^{-1} : M \to \mathbb{R}^n \cup \{\infty\} \quad \text{and} \quad f_0 = bd^{-1} : M \to \mathbb{R}^n \cup \{\infty\}$$

by §7.3.2 (cf., §7.2.9 and §7.2.11). Thus the “columns” of $F$ give us (formally) “homogeneous coordinates” for the legs $f_0$ and $f_\infty$ of our point pair map $(f_\infty, f_0)$:

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} a \\ c \end{pmatrix} = \begin{pmatrix} f_\infty \\ 1 \end{pmatrix} \cdot c \quad \text{and}$$

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} b \\ d \end{pmatrix} = \begin{pmatrix} f_0 \\ 1 \end{pmatrix} \cdot d,$$

where the (right) multiplication is meant to be componentwise. On the other hand, by the definition of an adapted frame for a given point pair map $(f_\infty, f_0)$, any adapted frame is of this form as soon as $f_0, f_\infty \neq \infty$:

$$F = \begin{pmatrix} f_\infty & a_\infty \\ a_\infty & f_0 \end{pmatrix},$$

where $a_0, a_\infty : M \to \Gamma(\mathbb{R}^n)$ are suitable functions with values in the Clifford group of $\mathbb{R}^n$. For these functions we derive additional properties from the fact that an adapted frame has to take values in $\text{Spin}(\mathbb{R}_1^{n+2})$: Wheeling out the conditions (i) – (iii) from §7.2.9, we find

(i) $f_0a_0, a_0, f_\infty a_\infty, a_\infty \in \Theta(\mathbb{R}^n)$,

(ii) $a_0 \hat{a}_\infty, f_\infty a_\infty \hat{a}_0 f_0, \hat{a}_0 f_0 a_0, \hat{a}_\infty f_\infty a_\infty \in \mathbb{R}^n$, and

(iii) $\Delta = f_\infty a_\infty \hat{a}_0 - f_0 a_0 \hat{a}_\infty \in \mathbb{R} \setminus \{0\}$,

and the additional conditions from §7.2.16 read $\Delta = \pm 1$ and

$$f_\infty a_\infty = -f_\infty \hat{a}_\infty, \quad a_\infty = -\hat{a}_\infty \quad \text{and} \quad f_0 a_0 = f_0 \hat{a}_0, \quad a_0 = \hat{a}_0.$$

Thus we must have $a_0, a_\infty : M \to \Gamma(\mathbb{R}^n)$, $\hat{a}_0 = a_0$ and $\hat{a}_\infty = -a_\infty$; moreover, with $a_0 \hat{a}_\infty = -a_0 \hat{a}_\infty \in \mathbb{R}^n$, we then deduce

$$a_0 \hat{a}_\infty = -a_0 a_\infty = a_0 \hat{a}_\infty = a_\infty \hat{a}_0 = a_0 \hat{a}_0 \quad \text{and} \quad \pm 1 = \Delta = f_\infty a_\infty \hat{a}_0 - f_0 a_0 \hat{a}_\infty = (f_\infty - f_0) a_\infty \hat{a}_0.$$

The remaining conditions are then automatically fulfilled, so that, by reformulating the last condition in terms of the Clifford conjugation instead of the Clifford transpose, we have the following:
7.4.3 Lemma. Given a point pair map \((f_\infty, f_0) : M \to \mathcal{P}\), \(f_0, f_\infty \neq \infty\), any adapted frame \(F : M \to \text{Spin}(\mathbb{R}_1^{n+2})\) is of the form

\[
F = \begin{pmatrix} f_\infty a_\infty & f_0 a_0 \\ a_\infty & a_0 \end{pmatrix},
\]

where the functions \(a_0, a_\infty : M \to \Gamma(\mathbb{R}^n)\) satisfy \(\hat{a}_0 = a_0\) and \(\hat{a}_\infty = -a_\infty\), and \((f_\infty - f_0) a_\infty = \pm 1\).

7.4.4 Example. If \(f_0, f_\infty : M \to \mathbb{R}^n\) are two maps so that \(f_0(p) \neq f_\infty(p)\) for all \(p \in M\), then the pair \((f_\infty, f_0) : M \to \mathcal{P}\) qualifies as a point pair map. Choosing \(a_0 \equiv 1\) and \(a_\infty := (f_\infty - f_0)^{-1}\), the map

\[
F = \begin{pmatrix} f_\infty a_\infty & f_0 a_0 \\ a_\infty & a_0 \end{pmatrix} = \begin{pmatrix} f_\infty (f_\infty - f_0)^{-1} & f_0 \\ (f_\infty - f_0)^{-1} & 1 \end{pmatrix} : M \to \text{Spin}(\mathbb{R}_1^{n+2})
\]

provides an adapted frame for \((f_\infty, f_0)\).

In fact, \(\Delta = (f_0 - f_\infty)(f_\infty - f_0)^{-1} = +1\), so that this frame takes values in \(\text{Spin}_1^+(n+2) \subset \text{Spin}(\mathbb{R}_1^{n+2})\), the double universal cover of the Möbius group (see §6.3.12).

If, however, \(f_\infty \equiv \infty\) and \(f_0 = f : M \to \mathbb{R}^n\), we also obtain a point pair map \((\infty, f) : M \to \mathcal{P}\). Here,

\[
F = \begin{pmatrix} 1 & f \\ 0 & 1 \end{pmatrix} : M \to \text{Spin}_1^+(n + 2)
\]

defines an adapted frame — the “Euclidean frame” of \(f\).

7.4.5 Any two adapted frames \(F, \tilde{F} : M \to \text{Spin}(\mathbb{R}_1^{n+2})\) of a given point pair map \((f_\infty, f_0) : M \to \mathcal{P}\) differ by a gauge transformation

\[
F \mapsto \tilde{F} = FK \quad \text{where} \quad K : M \to K,
\]

takes values in the isotropy group of \(\mathcal{P} = \text{Spin}(\mathbb{R}_1^{n+2})/K\) as a symmetric space, that is, in \(K = \{K \in \text{Spin}(\mathbb{R}_1^{n+2}) | K \cdot 0 = 0, K \cdot \infty = \infty\}\) (see §7.3.15).

7.4.6 If, on the other hand, we are interested in the geometry of a single map \(f = f_0 : M \to S^n\), we may choose an arbitrary second map \(f_\infty\) to obtain a frame \(F : M \to \text{Spin}(\mathbb{R}_1^{n+2})\) for \(f\) (and \(f_\infty\)). However, since we are not interested in this second map \(f_\infty\), we will allow the frame \(F\) to change in a way that only fixes its “second leg” \(f\), that is, we are considering gauge transformations of the form

\[
F \mapsto \tilde{F} = FK \quad \text{with} \quad K \cdot 0 = 0
\]
but $\mathcal{K} \cdot \infty$ arbitrary. In terms of Vahlen matrices, this means that

$$\mathcal{K} : M \to K_0 := \{ (a \ 0) \in \text{Spin}(\mathbb{R}^{n+2}_1) \}.$$ 

### 7.4.7

Thus, here we think of the space of (single) points in $S^n$ as the homogeneous space

$$S^n = \text{Spin}(\mathbb{R}^{n+2}_1)/K_0,$$

where $K_0 := \{ K \in \text{Spin}(\mathbb{R}^{n+2}_1) | K \cdot 0 = 0 \}$ is the isotropy group of the chosen base point $0 \in S^n$ (cf., Section 4.6). Note that this space is, as in the quaternionic setup, a nonreductive homogeneous space because there is no complement of the isotropy algebra $\mathfrak{k}_0$ that would provide a symmetric decomposition of the Lie algebra $\text{spin}(\mathbb{R}^{n+2}_1)$ — in fact, $S^n$ is a symmetric $R$-space (cf., §4.6.3); for more information on symmetric $R$-spaces in this context, consult [52].

We summarize these ideas into a definition as in §4.6.5 for the quaternionic setup:

### 7.4.8 Definition.

A map $\mathcal{F} : M \to \text{Spin}(\mathbb{R}^{n+2}_1)$ is called an adapted frame for a map $f : M \to S^n = \text{Spin}(\mathbb{R}^{n+2}_1)/K_0$ if it is a lift of $f$, that is, if $\mathcal{F} \cdot 0 = f$.

### 7.4.9

As in all other models, key information on the differential geometry of a map $f : M \to S^n$, or of a point pair map $(f_\infty, f_0) : M \to \mathfrak{P}$, can be encoded in the structure equations $d\mathcal{F} = \mathcal{F}\Phi$ given in terms of an (adapted) frame $\mathcal{F}$, where $\Phi$ denotes the connection form of the frame. Remember how, in §6.7.4, we established a relation between Clifford algebra framings and the classical framings in M"obius geometry, using a pseudo-orthonormal basis of $\mathbb{R}^{n+2}_1$, via the twisted adjoint action of $\text{Spin}(\mathbb{R}^{n+2}_1)$ on $\mathbb{R}^{n+2}_1$ and how we extracted the classical invariants from the Clifford algebra connection form. In §4.5.12 we established a similar “translation table” for the quaternionic setup. The very same procedure works in the present Clifford algebra setup — in fact, the procedure discussed in §6.7.4 applies without change in the present situation.

### 7.4.10

Here we restrict ourselves to studying the effect of a gauge transformation on the Clifford algebra connection form of a frame, similar to the quaternionic case (see (4.11) and (4.14)): in fact, the formulas will be exactly the same as in the quaternionic case when using Vahlen matrices.

First note that, for $\tilde{\mathcal{F}} = \mathcal{F}\mathcal{K}$, we have

$$\tilde{\Phi} = (\mathcal{F}\mathcal{K})^{-1}d(\mathcal{F}\mathcal{K}) = \mathcal{K}^{-1}\Phi\mathcal{K} + \mathcal{K}^{-1}d\mathcal{K} = \mathcal{K}^{-1}(\Phi\mathcal{K} + d\mathcal{K}).$$
Thus, if $\mathcal{K} = \begin{pmatrix} a_\infty & 0 \\ c & a_0 \end{pmatrix} : M \to K_0$ and $\Phi = \begin{pmatrix} \varphi_\infty & \psi_0 \\ \psi_\infty & \varphi_0 \end{pmatrix}$, then
\[
\tilde{\Phi} = \begin{pmatrix} a_\infty^{-1} & 0 \\ -a_0^{-1}ca_\infty^{-1} & a_0^{-1} \end{pmatrix} \begin{pmatrix} (da_{\infty} + \varphi_\infty a_\infty) + \psi_0 c & \psi_0 a_0 \\ \psi_\infty a_\infty + (dc + \varphi_0 c) & da_0 + \varphi_0 a_0 \end{pmatrix},
\tag{7.12}
\]
as in (4.14) — note that $a_0, a_\infty : M \to \Gamma(\mathbb{R}^n)$, that is, $a_0, a_\infty \neq 0$ are invertible since $\mathcal{K} : M \to K_0 \subset Spin(\mathbb{R}^{n+2})$ is (cf., §7.2.9).

Specializing to the case $c \equiv 0$ so that $\mathcal{K} : M \to K$ takes values in the isotropy group of $(\infty, 0) \in \mathfrak{F}$, we obtain, as in (4.11),
\[
\tilde{\Phi} = \begin{pmatrix} a_\infty^{-1}da_{\infty} + a_\infty^{-1}\varphi_\infty a_\infty & a_\infty^{-1}\psi_0 a_0 \\ a_0^{-1}\psi_\infty a_\infty & a_0^{-1}da_0 + a_0^{-1}\varphi_0 a_0 \end{pmatrix}.
\tag{7.13}
\]

### 7.4.11 Example.
First we consider the Euclidean frame $\mathcal{F} = \begin{pmatrix} 1 & f \\ 0 & 1 \end{pmatrix}$ of a map $f : M \to \mathbb{R}^n$ (see §7.4.4): The connection form of $\mathcal{F}$ then computes to
\[
\Phi = \mathcal{F}^{-1}d\mathcal{F} = \begin{pmatrix} 1 & -f \\ 0 & 1 \end{pmatrix} \begin{pmatrix} df & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & df \\ 0 & 0 \end{pmatrix}.
\]
If we now introduce a second map $f_\infty : M \to \mathbb{R}^n$, $f_\infty(p) \neq f(p)$ for all $p \in M$, then the respective adapted frame $\tilde{\mathcal{F}}$ from §7.4.4 for the point pair map $(f_\infty, f) : M \to \mathfrak{K}$ is obtained by a gauge transformation,
\[
\tilde{\mathcal{F}} = \begin{pmatrix} f_\infty(f_\infty - f)^{-1} & f \\ (f_\infty - f)^{-1} & 1 \end{pmatrix} = \begin{pmatrix} 1 & f \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ (f_\infty - f)^{-1} & 1 \end{pmatrix} = \mathcal{F}\mathcal{K}.
\]
Its connection form can then be computed from (7.12):
\[
\tilde{\Phi} = \begin{pmatrix} 1 & 0 \\ -(f_\infty - f)^{-1} & 1 \end{pmatrix} \begin{pmatrix} df (f_\infty - f)^{-1} & df \\ -(f_\infty - f)^{-1}d(f_\infty - f)(f_\infty - f)^{-1} & df \end{pmatrix}
\]
\[
= \begin{pmatrix} df (f_\infty - f)^{-1} & df \\ -(f_\infty - f)^{-1}d(f_\infty - f)^{-1} & -(f_\infty - f)^{-1}df \end{pmatrix}.
\]

### 7.4.12 Finally, remember from §6.7.3 that the compatibility conditions for the structure equations become the Maurer-Cartan equation for the connection form $\Phi$ of a frame,
\[
d\Phi + \frac{1}{2} [\Phi \wedge \Phi] = 0,
\]
as can be obtained by differentiating the structure equations $d\mathcal{F} = \mathcal{F}\Phi$:
\[
0 = d^2\mathcal{F} = \mathcal{F} \cdot (d\Phi + \Phi \wedge \Phi) = \mathcal{F} \cdot (d\Phi + \frac{1}{2} [\Phi \wedge \Phi]),
\]
where $[\Phi \wedge \Psi](x, y) := [\Phi(x), \Psi(y)] - [\Phi(y), \Psi(x)]$ and $[.., ..]$ denotes the anti-commutator on $\mathcal{A}\mathbb{R}^{n+2}_1$, $[v, w] = vw - wv$, that is, the Lie bracket on the Lie algebra $\Lambda^2\mathbb{R}^{n+2}_1 = \text{spin}(\mathbb{R}^{n+2}) \cong \mathfrak{o}_1(n + 2)$ (cf., §6.3.10).
7.5 Miscellaneous

As usual, some of our findings from this chapter are collected in Figure T.5. In this final section we will touch on a couple of issues concerning envelopes of sphere congruences and on the cross-ratio of four points. However, the presented material is mainly meant to stimulate the reader to pursue these thoughts further, and most of it will no longer be used in the following chapter.

7.5.1 Remember that a differentiable map \( f : M^m \to S^n \) was said to envelope a (hyper)sphere congruence \( S \) if

\[
f(p) \in S(p) \quad \text{and} \quad d_p f(T_p M) \subseteq T_{f(p)} S(p)
\]

for all \( p \in M \) (see §1.6.1). In §6.6.3, we extended this notion to envelopes of congruences of \( k \)-spheres, \( k \geq m \), which must satisfy the same conditions (cf., §4.7.9). In §6.6.5, we formulated a condition for a map \( f \) to envelope a \( k \)-sphere congruence; however, one might be tempted to seek a characterization analogous to §4.8.15 in the quaternionic setup after we have already proven a similar characterization for the incidence (see §7.3.12).

7.5.2 Assuming that the points of \( f \) lie on the spheres \( S \), that is,

\[
S \begin{pmatrix} f \\ 1 \end{pmatrix} = \begin{pmatrix} f \\ 1 \end{pmatrix} a
\]

with \( a : M^m \to \Gamma(\mathbb{R}^n) \), a way to proceed here would be to argue that \( f \) envelopes \( S \) if and only if any infinitesimally neighboring points \( f + df \) also lie (up to higher order terms) on \( S \), that is,

\[
S \begin{pmatrix} f + df \\ 1 \end{pmatrix} = \begin{pmatrix} f + df \\ 1 \end{pmatrix} (a + \delta a),
\]

where \( \delta a \in \mathcal{A}(\mathbb{R}^n) \), so that \( (a + \delta a) \in \Gamma(\mathbb{R}^n) \). Neglecting higher order terms and taking (7.14) into account, we would arrive at

\[
S \begin{pmatrix} df \\ 0 \end{pmatrix} = \begin{pmatrix} f \\ 1 \end{pmatrix} \delta a + \begin{pmatrix} df \\ 0 \end{pmatrix} a
\]

as the enveloping condition. Taking, on the other hand, derivatives in (7.14), this is equivalent to

\[
dS \cdot \begin{pmatrix} f \\ 1 \end{pmatrix} = \begin{pmatrix} f \\ 1 \end{pmatrix} (da - \delta a),
\]

thus arriving at the very same characterization as in §4.8.15.
However, we encounter a serious problem with our characterization: Our last equation (7.15) makes no sense since $2 \times 2$ matrices with Clifford algebra entries do not act on $S^n$ in general, as already discussed in §7.3.4.

7.5.3 Example. To illustrate this we consider the following sphere congruence in $S^3 \cong \mathbb{R}^3 \cup \{\infty\}$:

$$S(t) = \begin{pmatrix} te_1 & -1 + t^2 \\ 1 & -te_1 \end{pmatrix} \begin{pmatrix} e_2 \cos t + e_3 \sin t & 0 \\ 0 & -e_2 \cos t - e_3 \sin t \end{pmatrix},$$

where $(e_1, e_2, e_3)$ denotes an orthonormal basis of $\mathbb{R}^3$. This is a 1-parameter family of circles of constant radius 1 in $\mathbb{R}^3$ whose centers move on the $e_1$-axis and whose planes rotate around the $e_1$-axis as the centers move. Taking its derivative at $t = 0$ yields

$$d_0S = S'(0)dt = \begin{pmatrix} e_1e_2 & e_3 \\ e_3 & e_1e_2 \end{pmatrix} dt,$$

that is, a $2 \times 2$ Clifford algebra matrix that does not act on $S^3$, as we have seen in §7.3.4. On the other hand, the sphere congruence $S$ has no envelopes anyway, as is immediately clear from its geometric construction.

Allowing different speeds for the shift of the center of the circles and for the rotation of their planes, nothing changes — unless one of the two speeds is chosen to vanish. Then the sphere congruence has two envelopes: either the two lines $t \mapsto te_1 \pm e_2$, in case no rotation takes place, or the two constant maps $\pm e_1$ if the centers of the circles are 0. In either case $S'$ becomes a pure 2-vector (cf., (7.2)) that is a circle itself and, therefore, acts by the reflection in that circle on $S^3$.

It shall be left to the reader to pursue these considerations further.

7.5.4 Now remember the condition for an immersion $f : M^m \to S^n$ to envelope an $m$-sphere congruence $S : M^m \to \Lambda^{n-m} \mathbb{R}_1^{n+2}$ that we derived in §6.6.7 using the notion of “contact element” (see §6.6.9) — note that the dimension $\dim M = m$ of $M$ is the same as that of the spheres. We want to use this enveloping criterion to derive a representation for an enveloped sphere congruence that contains the points of a second map.

Thus let $F, \hat{F} : M^2 \to \mathbb{R}_1^{n+2} \subset A\mathbb{R}_1^{n+2}$ denote lifts of $f$ and $\hat{f}$; then the condition for the immersion $f$ to envelope $S$ reads

$$vSF = \alpha T$$

---

20) The reader may want to analyze where, in fact, we start to produce senseless equations. But, perhaps, it is possible to “repair” these problems?

21) Note that, here, we use $\hat{\cdot}$ to indicate a second map, that is, in our present considerations it does not denote the order involution from §6.3.1 any more.
with a suitable real function $\alpha$ and the contact elements $T$ of $f$. On the other hand, if we require the points $\hat{f}(p)$ of $\hat{f}$ to lie on the spheres $S(p)$, then we have from §6.4.12 that

$$\hat{f}\mathcal{S} - (-1)^{n-m} S\hat{f} = 0, \text{ or } \hat{f}(\mathcal{S}) = (-1)^{m+1}(\mathcal{S})\hat{f} \quad (7.16)$$

since $\hat{f}\mathcal{S} = -(-1)^{m}\mathcal{S}\hat{f}$. From these two formulas we now learn that our sphere congruence $\mathcal{S}$ must be given by

$$\mathcal{S} = -\frac{1}{2(\mathcal{F},\hat{\mathcal{F}})} \mathcal{S}(\mathcal{F}\hat{\mathcal{F}} + \hat{\mathcal{F}}\mathcal{F}) + \frac{\alpha}{2(\mathcal{F},\hat{\mathcal{F}})}(T\hat{\mathcal{F}} - (-1)^m T\mathcal{F}) \quad (7.17)$$

Note that, in any case,

$$T\hat{\mathcal{F}} - (-1)^m T\mathcal{F} = \left\{ \begin{array}{ll} [T, \hat{\mathcal{F}}] & \text{for } m \equiv 0 \mod 2 \\ \{T, \hat{\mathcal{F}}\} & \text{for } m \equiv 1 \mod 2 \end{array} \right\} = 2T \wedge \hat{\mathcal{F}} \in \Lambda^{m+2} \mathbb{R}^{n+2},$$

since $T$ is a pure $(m+1)$-vector (cf., §6.2.7). Hence, given $T$ and a second map $\hat{f}$ with $\hat{f}(p) \neq f(p)$ for all $p \in M$, so that $T\hat{\mathcal{F}} - (-1)^m T\mathcal{F} \neq 0$, the equation (7.17) defines an $m$-sphere $\mathcal{S}$. Moreover, with §6.4.12 we can derive that $f(p) \in S(p)$, since $T\mathcal{F} = 0$, so that

$$\mathcal{S} = -\frac{\alpha}{2(\mathcal{F},\hat{\mathcal{F}})} T\hat{\mathcal{F}}\mathcal{F} = -\frac{\alpha}{2(\mathcal{F},\hat{\mathcal{F}})} T(\hat{\mathcal{F}}\mathcal{F} + \mathcal{F}\hat{\mathcal{F}}) = \alpha T : M \to \Lambda^{m+1} \mathbb{R}^{n+2},$$

and with §6.6.5 we deduce that $\mathcal{F}$ envelopes $\mathcal{S}$. We directly built into (7.17) that the points of $\hat{f}$ lie on the spheres $\mathcal{S}$; however, this can also be easily double checked by using (7.16).

If we additionally wish to normalize $\mathcal{S}$ “properly,” $S^2 = \pm 1$ as in §7.3.9, we “normalize” $T$ appropriately: Let $T = FD$, $D := d\mathcal{F}(v_1) \cdots d\mathcal{F}(v_m)$ with an orthonormal basis $(v_1, \ldots, v_m)$ with respect to the metric induced by the lift $\mathcal{F}$ of $f$, as in (6.12), and let

$$\mathcal{S} := \frac{1}{(\mathcal{F}\hat{\mathcal{F}} + \hat{\mathcal{F}}\mathcal{F})} (T\hat{\mathcal{F}} - (-1)^m T\mathcal{F}) \quad (7.18)$$

Then we have $D^2 = (-1)^\frac{m(m+1)}{2} = -(-1)^\frac{(m+2)(m+3)}{2}$, so that

$$(T\hat{\mathcal{F}} - (-1)^m T\mathcal{F})^2 = (T\hat{\mathcal{F}})^2 + (\hat{\mathcal{F}}T)^2 = \mathcal{F}D(\hat{\mathcal{F}}\mathcal{F} + \mathcal{F}\hat{\mathcal{F}})D\mathcal{F} + \hat{\mathcal{F}}FD(\hat{\mathcal{F}}\mathcal{F} + \mathcal{F}\hat{\mathcal{F}})D = (\mathcal{F}\hat{\mathcal{F}} + \hat{\mathcal{F}}\mathcal{F})^2D^2 = -(-1)^\frac{(m+2)(m+3)}{2} (\mathcal{F}\hat{\mathcal{F}} + \hat{\mathcal{F}}\mathcal{F})^2$$

22) To see that $\hat{f}v = -(-1)^n v\hat{f}$, just write $v = \frac{1}{2(\mathcal{F},\hat{\mathcal{F}})} (\mathcal{F} - \hat{\mathcal{F}})(\mathcal{F} + \hat{\mathcal{F}})E_1 \cdots E_n$, where the $E_i$’s form any orthonormal basis of the orthogonal complement of $\mathcal{F}$ and $\hat{\mathcal{F}}$. Then the claim follows since $\hat{F}(\mathcal{F} - \hat{\mathcal{F}})(\mathcal{F} + \hat{\mathcal{F}}) = \mathcal{F}\mathcal{F}\hat{\mathcal{F}} = -(\mathcal{F} - \hat{\mathcal{F}})(\mathcal{F} + \hat{\mathcal{F}})\mathcal{F}$ and $\{E_i, \hat{F}\} = 0$. 
since \( \hat{F}^2 = 0 \) and \( T^2 = 0 \) with \( T F = 0 \) (cf., §7.3.9 (footnote) and §6.4.6).

Thus, using the “normalized contact elements” from (6.12), the formula (7.18) provides a proper choice of homogeneous coordinates for the enveloped sphere congruence:

**7.5.5 Lemma.** Let \( f : M^m \rightarrow S^n \) be an immersion and \( \hat{f} : M^m \rightarrow S^n \) a map so that \( \hat{f}(p) \neq f(p) \) for all \( p \in M \); let \( T \) denote the map of (normalized) contact elements of a lift \( \mathcal{F} \) of \( f \), and let \( \hat{\mathcal{F}} : M^m \rightarrow \mathbb{R}_1^{n+2} \) be a lift of \( \hat{f} \).

Then

\[
\nu S := \frac{1}{(\mathcal{F} \mathcal{F} + \mathcal{F} \mathcal{F})}(T \hat{F} - (-1)^m \hat{F} T) = -\frac{T \wedge \hat{F}}{(\mathcal{F} \mathcal{F})} : M^m \rightarrow \Lambda^m \mathbb{R}_1^{n+2} \tag{7.19}
\]

defines a congruence of \( m \)-spheres \( S : M^m \rightarrow \Lambda^{m-n} \mathbb{R}_1^{n+2} \) that is enveloped by \( f \) and contains the points of \( \hat{f} \), \( \hat{f}(p) \in S(p) \) for all \( p \in M^m \).

**7.5.6** We can use this result to generalize the notion of central sphere congruence for immersions of higher codimension\(^{23}\) — remember that, in §3.4.1, we introduced the notion of central sphere for a hypersurface in the conformal \( n \)-sphere in a conformally invariant way; from this definition we then derived characterizations as the “mean curvature sphere congruence” (see §3.4.4) and as the “conformal Gauss map” (see §3.4.8). Here we will generalize the mean curvature sphere characterization of the central sphere congruence to the higher codimension setup.

Thus we introduce the central sphere congruence for an \( m \)-dimensional immersion \( f : M^m \rightarrow S^n \cong \mathbb{R}^n \cup \{\infty\} \) into the conformal \( n \)-sphere to consist of those touching \( m \)-spheres \( \mathcal{Z}(p) \) that share the mean curvature vector with \( f \), considered as an immersion \( f : M^m \rightarrow \mathbb{R}^n \) into Euclidean space, at the point \( f(p) \) of contact. That is, we will think of the sphere \( \mathcal{Z}(p) \) as the sphere that lies in the affine \((m+1)\)-plane that\(^{24}\) contains the (affine) tangent plane of \( f \) at \( f(p) \) and the normal line given by the mean curvature vector \( H(p) \) of \( f \) at \( f(p) \), and that has radius \( r(p) = \frac{1}{|H(p)|} \) and center \( m(p) = (f + \frac{1}{|H|^2} H)(p) \).

Otherwise said, we take \( \mathcal{Z}(p) \) to be the \( m \)-sphere that touches \( f \) at \( f(p) \) and contains \( \hat{f}(p) := (f + \frac{2}{|H|^2} H)(p) \). This description allows us to use §7.5.5 in order to encode the central spheres of an immersion, in the Clifford algebra way, as spacelike pure \((n-m)\)-vectors \( \mathcal{Z}(p) \in \Lambda^{n-m} \mathbb{R}_1^{n+2} \) — or as their (timelike) Clifford duals \( \nu \mathcal{Z}(p) \in \Lambda^{m+2} \mathbb{R}_1^{n+2} \). Namely, we choose lifts

\[
\mathcal{F} = \begin{pmatrix} f & -f^2 \\ 1 & -f \end{pmatrix} \quad \text{and} \quad \hat{\mathcal{F}} = \begin{pmatrix} \hat{f} & -\hat{f}^2 \\ 1 & -\hat{f} \end{pmatrix} = \mathcal{F} + \frac{2}{|H|^2} \mathcal{H},
\]

\(^{23}\) Compare [241] and [107].

\(^{24}\) This geometric description fails when \( H(p) = 0 \) — but then the central sphere should clearly be the tangent plane of \( f \) at \( f(p) \). This problem will resolve itself when proceeding.
where $\mathcal{H} := \begin{pmatrix} H & -(Hf+fH) \cr 0 & -H \end{pmatrix}$ (cf., §7.2.6). Then (7.19) yields

$$vZ = \frac{1}{\langle F\hat{F} + F\hat{F} \rangle} (T\hat{F} - (-1)^m \hat{F}T) = \frac{1}{\langle F\mathcal{H} + H\hat{F} \rangle} (T\mathcal{H} - (-1)^m \mathcal{H}T)$$

since $F^2 = 0$ and $TF = 0$. Note that the last expression also makes sense when $H = 0$, so that $H = -2 \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \approx \infty$: In this case it gives the $m$-sphere that touches $f$ and contains the point $\infty$, that is, it defines the tangent plane of $f$ — which is its mean curvature sphere when $H = 0$.

Since we assumed $f : M^m \to \mathbb{R}^n$ to take values in Euclidean $n$-space, the mean curvature vector field $H$ of $f$ is given by $H = \frac{1}{m} \Delta f$, where $\Delta$ is the Laplacian with respect to the induced metric $I$. Hence

$$\mathcal{H} = \frac{1}{m} \begin{pmatrix} \Delta f & -(f\Delta f + 2I(\nabla f, \nabla f) + \Delta ff) \\ 0 & -\Delta f \end{pmatrix} = \frac{1}{m} \Delta F$$

since $I(\nabla f, \nabla f) = m$. Consequently,

$$vZ = \frac{1}{\langle F\Delta F + \Delta FF \rangle} (T\Delta F - (-1)^m \Delta FF T) = -\frac{1}{\langle F\Delta F \rangle} T \wedge \Delta F. \tag{7.20}$$

7.5.7 To see that $vZ$ is a well-defined object for immersions into the conformal $n$-sphere, that is, $vZ$ does not depend on the choice of lift $\mathcal{F}$ for $f$, we first note that $T \wedge d\mathcal{F}(v) = 0$ for any $v \in TM$. As a consequence,

$$T \wedge \tilde{\Delta}(e^u F) = e^{-2u} T \wedge \Delta(e^u F) = e^{-u} T \wedge \Delta F \tag{7.21}$$

since, by §3.4.19, $\tilde{\Delta} \varphi = e^{-2u}(\Delta \varphi + (n - 2)d\varphi(\text{grad } u))$ for any function $\varphi$ on $M$ when $\tilde{\Delta}$ denotes the Laplacian with respect to the metric $\tilde{I} = e^{2u}I$ induced by the new lift $\tilde{F} := e^u F$ of $f$. Because $T$ scales with $\mathcal{F}$, when computed with respect to an orthonormal basis as in (6.12), we obtain

$$\tilde{T} \wedge \tilde{\Delta} \tilde{F} = T \wedge \Delta F.$$

Since also $\langle \tilde{F}, \tilde{\Delta} \tilde{F} \rangle = \langle F, \Delta F \rangle = -m$, the representation (7.20) of the mean curvature sphere $Z$ is independent of the lift $\mathcal{F}$ chosen for $f$.

Moreover, (7.21) shows that the Laplacian can be taken with respect to any metric that is conformally equivalent to the induced metric of the lift without any changes — the scalings caused by a conformal change of the Laplacian and by a change of lift decouple. Thus, in the 2-dimensional case $m = 2$, we may choose any conformal coordinates $(x, y)$ to compute the central sphere congruence, without the need to scale the lift correspondingly.

7.5.8 Lemma and Definition. Let $f : M^m \to S^n$ be an immersion into the conformal $n$-sphere, and let $\mathcal{F} : M^m \to \mathbb{R}_1^{n+2}$ denote any lift of $f$. Then

$$vZ := \frac{1}{2m} (T \Delta F - (-1)^m \Delta FF T)$$
defines, in a conformally invariant way, an \(m\)-sphere congruence that is enveloped by \(f\). This sphere congruence is called the central sphere congruence, or mean curvature sphere congruence, of \(f\).

If \(m = \dim M = 2\) and \((x,y)\) denote conformal coordinates for \((M^2,I)\), then

\[
\psi \mathcal{Z} = \frac{1}{4e^{2u}}\{\mathcal{F}\mathcal{F}_x\mathcal{F}_y(\mathcal{F}_{xx} + \mathcal{F}_{yy}) - (\mathcal{F}_{xx} + \mathcal{F}_{yy})\mathcal{F}\mathcal{F}_x\mathcal{F}_y\},
\]

where \(e^{2u}\) is the metric factor, that is, \(I = e^{2u}(dx^2 + dy^2)\) is the metric induced by the lift \(\bar{\mathcal{F}}\) of \(f\).

7.5.9 As a second application of our representation (7.19) for the sphere congruence that is enveloped by a given immersion \(f : M^m \to S^n\) and contains the points of a second map \(\hat{f} : M^m \to S^n\), we derive a condition for two maps \(f\) and \(\hat{f}\) to envelope a congruence of \(m\)-spheres — note that the dimension of \(M\), \(m = \dim M\), is the same as that of the spheres. Since we want to simultaneously obtain a formulation for the case when both maps \(f\) and \(\hat{f}\) take values in Euclidean \(n\)-space (see [47]), we will assume that

\[
f, \hat{f} : M^m \to \mathbb{R}^n \subset \mathbb{R}^n \cup \{\infty\} \cong S^n.
\]

Thus we choose the “Euclidean lift” \(\mathcal{F} = \left(\begin{smallmatrix} f & f^2 \\ 1 & -f \end{smallmatrix}\right) : M \to \mathbb{R}^{1+n+2}\) of \(f\) into the projective light cone (see §7.2.6). Then we can express the contact element of \(f\) at \(p \in M^m\) in terms of the “tangent space map” \(t\) of \(f\):

\[
T(p) = \mathcal{F}(p)d_p\mathcal{F}(v_1) \cdots d_p\mathcal{F}(v_m) = \begin{pmatrix} ft(p) & -ftf(p) \\ t(p) & -tf(p) \end{pmatrix},
\]

(7.22)

where \((v_1, \ldots, v_m)\) is an orthonormal basis of \(T_pM\) for the metric induced by \(f \simeq \mathcal{F}\) and \(t(p) := d_p f(v_1) \cdots d_p f(v_m) \in \Lambda^m \mathbb{R}^n\) represents the tangent space\(^{25}\) of \(f : M \to \mathbb{R}^n\) at \(f(p)\).

With this relation between the contact element of \(f\) and its tangent space map we can formulate the following:

7.5.10 Lemma. Two immersions \(f, \hat{f} : M^m \to \mathbb{R}^n\), \(f \neq \hat{f}\) pointwise, envelope an \(m\)-sphere congruence \(S : M^m \to \Lambda^{n-m} \mathbb{R}^{1+n+2}\) if and only if

\[
\hat{\mathcal{F}}T \parallel \hat{T}\mathcal{F} \iff \hat{t} \cdot (\hat{f} - f) \parallel (\hat{f} - f) \cdot t,
\]

where \(T, \hat{T} : M \to \Lambda^{m+1} \mathbb{R}^{1+n+2}\) denote the contact elements\(^{26}\) of \(\mathcal{F}\) and \(\hat{\mathcal{F}}\), and \(t, \hat{t} : M \to \Lambda^m \mathbb{R}^n\) are the tangent plane maps of \(f, \hat{f} : M \to \mathbb{R}^n\).

\(^{25}\) That is, the tangent space as a linear subspace of \(\mathbb{R}^n\).

\(^{26}\) The contact elements \(T\) and \(\hat{T}\) will usually have to be computed using different orthonormal bases since the induced conformal structures of \(f\) and \(\hat{f}\) will generally be different, so that an orthogonal basis \((v_1, \ldots, v_m)\) for the conformal structure of \(\mathcal{F}\) will not be orthogonal for \(\hat{\mathcal{F}}\).
7.5.11 Proof. First we note that the equivalence of

$$(\hat{F}T)(p) \parallel (\hat{T}F)(p) \iff (\hat{t} \cdot (\hat{f} - f))(p) \parallel ((\hat{f} - f) \cdot t)(p)$$

is a consequence of (7.22) that is obtained by straightforward computation:

$$\hat{F}T = \begin{pmatrix} \hat{f} - \hat{f}^2 \\ 1 - \hat{f} \end{pmatrix} \begin{pmatrix} ft & -ftf \\ t & -tf \end{pmatrix} = \begin{pmatrix} \hat{f}(f - \hat{f})t & -\hat{f}(f - \hat{f})tf \\ (f - \hat{f})t & -(f - \hat{f})tf \end{pmatrix}$$

$$\hat{T}F = \begin{pmatrix} \hat{f}t & -\hat{f}tf \\ \hat{t} & -\hat{tf} \end{pmatrix} \begin{pmatrix} f & -f^2 \\ 1 & -f \end{pmatrix} = \begin{pmatrix} \hat{f}t(f - \hat{f}) & -\hat{f}t(f - \hat{f})f \\ \hat{t}(f - \hat{f}) & -\hat{t}(f - \hat{f})f \end{pmatrix}.$$ 

A nice geometric proof for the affine criterion is given in [47] — knowing the equivalence, this proves our lemma. Here we want to complement this proof with a more algebraic proof, making use of our Clifford algebra setting and, in particular, of our formula (7.19) for the enveloped sphere congruence.

7.5.12 For this purpose we first assume that $f$ and $\hat{f}$ do envelope a sphere congruence $S$. According to §6.6.7, this means that we have

$$T \parallel vSF \text{ and } \hat{T} \parallel vS\hat{F},$$

so that our claim reduces to $\hat{F}vSF \parallel vS\hat{F}$. By (7.19) this holds since

$$\hat{F}(T\hat{F} - (-1)^{m}\hat{F}T)F = \hat{F}T\hat{F} = -(-1)^{m}(T\hat{F} - (-1)^{m}\hat{F}T)\hat{F}.$$ 

To see the converse we assume that $\hat{F}T \parallel \hat{T}F$, that is, there is a (real) function $\lambda$ so that\(^{27}\) $\hat{F}T = \lambda \hat{T}F$. Then

$$T\hat{F} = -\frac{1}{(f-f)^2}(\hat{F}F + F\hat{F})T\hat{F} = -\frac{1}{(f-f)^2}F\hat{F}T\hat{F}$$

$$= -\frac{\lambda}{(f-f)^2}F\hat{T}\hat{F}\hat{F} = -\frac{\lambda}{(f-f)^2}F\hat{T}(\hat{F}F + F\hat{F}) = \lambda F\hat{T}.$$ 

Hence $(T\hat{F} - (-1)^{m}\hat{F}T) \parallel (F\hat{T} - (-1)^{m}\hat{T}F)$, so that (7.19) yields, up to sign, the same expression for the enveloped $m$-sphere congruence $S$. \(\triangle\)

7.5.13 Finally, we turn to the cross-ratio of four points in $\mathbb{R}^n$. Remember from §6.5.5 that the cross-ratio $[v_1; v_2; v_3; v_4]$ of four points $v_i \in \mathbb{R}^n \subset S^n$ is given by

$$[v_1; v_2; v_3; v_4] = \frac{v_1v_2v_3v_4 + v_4v_3v_2v_1}{\{v_2, v_3\}\{v_1, v_4\}} \in \Lambda^0\mathbb{R}^{n+2} \oplus \Lambda^4\mathbb{R}^{n+2},$$

\(^{27}\) Note that $\hat{F}T, \hat{T}F \neq 0$ by our assumption that, pointwise, $\hat{f} \neq f$. 

where \( \mathcal{V}_i = \left( \frac{v_i - v_i^2}{1 - v_i} \right) \in \mathbb{R}^{n+2}_1 \) is the isotropic vector corresponding to \( v_i \).

Writing formally, as in (4.26), \( \mathcal{V}_i = \left( \frac{v_i}{1}, -v_i \right) \) we compute

\[
\{ \mathcal{V}_2, \mathcal{V}_3 \} = -(v_2 - v_3)^2, \quad \{ \mathcal{V}_1, \mathcal{V}_4 \} = -(v_1 - v_4)^2, \quad \text{and}
\]

\[
\begin{pmatrix}
\mathcal{V}_1 \mathcal{V}_2 \mathcal{V}_3 \mathcal{V}_4 + \mathcal{V}_4 \mathcal{V}_3 \mathcal{V}_2 \mathcal{V}_1 = \\
( v_1 \bar{r} + v_4 \bar{r} & - (v_1 \bar{r} v_4 + v_4 \bar{r} v_1 ) \\
\bar{r} + \bar{r} & -(\bar{r} v_4 + \bar{r} v_1 )
\end{pmatrix}
\]

\[(7.23)\]

where \( \bar{r} := -(v_1 - v_2)(v_2 - v_3)(v_3 - v_4) \). To simplify the argument\(^{28}\) we now assume that the cross-ratio is real-valued, that is, that the four points \( v_i \) are concircular (see §6.5.1). Then the above expression simplifies\(^{29}\) to

\[\mathcal{V}_1 \mathcal{V}_2 \mathcal{V}_3 \mathcal{V}_4 + \mathcal{V}_4 \mathcal{V}_3 \mathcal{V}_2 \mathcal{V}_1 = \begin{pmatrix}
(v_1 - v_4) \bar{r} & 0 \\
0 & \bar{r}(v_1 - v_4)
\end{pmatrix} = \eta \cdot 1 \in \mathbb{R} \subset \mathcal{A} \mathbb{R}_1^{n+2}\]

with \( \eta := (v_1 - v_2)(v_2 - v_3)(v_3 - v_4)(v_4 - v_1) \).

Finally, taking into account the denominator, we obtain a formula for the cross-ratio of four points \( v_i \in \mathbb{R}^n \) in terms of affine coordinates (cf., [72]):

**7.5.14 Lemma.** The cross-ratio of four concircular points \( v_i \in \mathbb{R}^n \) is

\[ [v_1; v_2; v_3; v_4] = (v_1 - v_2)(v_2 - v_3)^{-1}(v_3 - v_4)(v_4 - v_1)^{-1} \in \mathbb{R}.\]

\(^{28}\) It may be a worthwhile exercise for the reader to do the computations in the general case: Here it may be of profit to express the imaginary part of the (complex) cross-ratio in terms of its norm and its real part, \( |\text{Im} \ldots|^2 = |\ldots|^2 - (\text{Re} \ldots)^2 \). Remember that only the length of the “imaginary” \( \Lambda^4 \mathbb{R}_1^{n+2} \) part of the above expression is conformally invariant — its direction encodes the 2-sphere that contains the four points (see §6.5.5) — and the imaginary part of the complex cross-ratio was considered to be its length.

\(^{29}\) In particular, we must have \( \bar{r} + \bar{r} = 0 \); note that \( \eta = (v_4 - v_1)\eta(v_4 - v_1)^{-1} \) since \( \eta \) is real.
Chapter 8
Applications: Orthogonal systems, Isothermic surfaces

This chapter comprises two relatively independent topics: As an application of the Clifford algebra formulation of the classical model that we developed in Chapter 6, we want to discuss smooth and discrete (triply) orthogonal systems and their Ribaucour transformations; and as an application of the Vahlen matrix enhancement of the Clifford algebra model that we elaborated on in Chapter 7, we will discuss (smooth) isothermic surfaces of arbitrary codimension. However, (Darboux pairs of) isothermic surfaces can be considered as a special case of (Ribaucour pairs of) orthogonal systems, which may justify treating both topics in one chapter.

Technically, an orthogonal system can be considered as an orthogonal coordinate system on $\mathbb{R}^n$ (or the conformal $n$-sphere $S^n$); geometrically, it is a system of $n$ 1-parameter families of hypersurfaces so that any two hypersurfaces from different families intersect orthogonally. Triply orthogonal systems in Euclidean space have been studied intensively in classical time (see for example [17], [94], or [136]; an excellent overview is given in [248]). However, the notion of an orthogonal system is obviously conformally invariant, and important properties (as, for example, Dupin’s theorem; cf. §2.4.8) can be formulated and proven in a conformal setting — remember that we already briefly touched on triply orthogonal systems in the context Guichard nets (see §2.4.4). Also, the existence of $n$-orthogonal systems in general position in a Riemannian manifold of dimension $n > 3$ is related to the conformal flatness of the ambient manifold (cf., §P.5.7).

More recently, relations with integrable systems methods have stimulated new interest in orthogonal systems — in Euclidean space, where the theory is governed by Lamé’s equations (2.20) or (2.22) — and $n$-dimensional generalizations thereof (see, for example, [168] and [308]).

In §3.1.8 we introduced the notion of a Ribaucour sphere congruence; the envelopes of such a sphere congruence are usually called Ribaucour transforms of each other: They form a “Ribaucour pair” of surfaces. Our Darboux pairs of isothermic surfaces (see §3.2.5) were special cases of such Ribaucour pairs. This notion of Ribaucour pairs can be generalized to higher dimensions and other codimensions (including codimension 0), as we will discuss later. An excellent and comprehensive treatment of the Ribaucour transformation can be found in the second volume of [28], or in [106].

Bianchi’s permutability theorem for the Ribaucour transformation (cf., [27]) is closely related to the integrable systems approach to orthogonal systems (cf., [123] or [187]). One possible approach to discrete orthogonal systems is via a version of this permutability theorem, as mentioned in [35].
The respective geometric definition was first proposed by A. Bobenko at a conference in 1996 (see [31]) and was taken up in various publications. The theory of discrete orthogonal systems defined using this ansatz has many features in common with the analogous smooth theory, in particular from the point of view of integrable systems (cf., [74], [104], and [166]; see also [103] and [105]).

In this chapter we will discuss Ribaucour pairs of orthogonal systems (of any dimension and codimension), taking a different approach in two ways. Because orthogonal systems as well as the Ribaucour transformation are both Möbius invariant notions, we will work in a Möbius geometric setup, in contrast to the aforementioned papers. The advantage is that certain geometric features are described with more ease; the drawback, on the other hand, is that Lamé’s equations, playing a central role in many papers, are replaced by a more complicated system of differential equations.

Second — and this is where the Clifford algebra model that we just elaborated on plays a crucial role — we will define discrete orthogonal systems via a discretization of the structure equations in the smooth case. Besides the fact that this discretization procedure is very straightforward, it also provides a lot of structure that we will derive: Among other things, we will obtain a geometric description extending the aforementioned geometric definition of orthogonal systems as “circular lattices.”

This was the approach that we took in [35]. In the present chapter, we will loosely follow the presentation of the material in [35], elaborating on some topics in more detail. In particular, we will give the exact discrete analog of Bianchi’s permutability theorem for the Ribaucour transformation and for the Demoulin family of orthogonal systems, as it is formulated in [28].

After our discussion of smooth and discrete orthogonal systems, we will return to smooth isothermic surfaces, as an application of the Vahlen matrix approach to Möbius geometry: We will recover various results from Chapter 5 on the transformations of isothermic surfaces in arbitrary codimension — to spare the reader, the presentation will be kept rather sketchy at many places. For more details, as well as for further reading, the reader shall be pointed to F. Burstall’s excellent paper [47]; in fact, our discussion in this chapter is to a large extent inspired by [47], and we will in various aspects follow the presentation there. Other good references for (transformations of) isothermic surfaces of arbitrary codimension may be [215], where a higher dimensional version of Christoffel’s problem (cf., §3.3.11) is investigated; compare also [84] and [250], where the integrable geometry of isothermic surfaces in Euclidean n-space is investigated and where their transformations are treated in the spirit of [106].

Thus, in the last two sections of this chapter, we will work along the transformation theory of isothermic surfaces developed in Chapter 5, recov-
ering all isothermic transformations in the Vahlen matrix setup for Möbius geometry. Most of the theory will turn out to be very similar, and many proofs can be carried over with only minor modifications. However, there are some differences that we will try to find out. Also, the material will be organized in a slightly different way that may provide the reader with new viewpoints. In particular, the Darboux transformation will be treated separately, after the other transformations are discussed, and their relation with curved flats will be emphasized. Besides giving an $n$-dimensional generalization of the transformation theory of isothermic surfaces, these two sections are also meant to provide the reader with a brief overview of the transformation theory of isothermic surfaces — therefore, any examples are omitted (nice examples, which generalize the examples of constant mean curvature surfaces given in Chapter 5, are discussed in [47]), and a systematic discussion of the permutability theorems, as in Section 5.6, shall be left for the reader as an exercise.

The contents of this chapter are organized as follows:

**Section 8.1.** In this preparatory section we discuss basic facts about $n$-orthogonal systems in the conformal $n$-sphere $S^n$: Lamé’s functions are introduced and Dupin’s theorem is proven. The structure equations for an $n$-orthogonal system are analyzed, and the geometry of coordinate submanifolds is investigated.

**Section 8.2.** The notions of Ribaucour sphere congruence and Ribaucour pairs of $m$-orthogonal systems in the conformal $n$-sphere are introduced. Using adapted frames, the structure equations for Ribaucour pairs of orthogonal systems are derived.

**Section 8.3.** The structure equations for Ribaucour pairs of $m$-orthogonal systems obtained in the previous section are discretized, and Ribaucour pairs of discrete $m$-orthogonal nets are defined via these discrete structure equations. Then the resulting geometry is analyzed: In particular, it is shown that the occurring orthogonal nets are concircular and that the nets of a Ribaucour pair “envelope” a discrete sphere congruence.

**Section 8.4.** In this section the discrete structure equations are interpreted geometrically. On these grounds, constructions of (Ribaucour pairs of) discrete orthogonal nets are presented. In particular, a Cauchy-type problem for discrete orthogonal nets is solved. As an example, discrete analogs of surfaces of revolution, cylinders, and cones are discussed.

**Section 8.5.** We conclude our investigations of Ribaucour pairs of discrete orthogonal systems with a discussion of the Demoulin family of Ribaucour transforms of a given orthogonal net — which is given by two “seed” Ribaucour transforms — and of Bianchi’s permutability theorem for the Ribaucour transformation of discrete orthogonal nets.
Section 8.6. In this section we turn to smooth isothermic surfaces of an arbitrary codimension: Its Christoffel, Goursat, and Calapso transformations are introduced, similar to the way it was done in Chapter 5, and the geometry of these transformations is discussed. In particular, it is shown that the Christoffel transformation provides solutions to Christoffel’s problem discussed in Chapter 3, and that the Calapso transformation yields a second-order deformation for isothermic surfaces.

A key role is played by the retraction form that can be associated to an isothermic surface, firstly because it provides a “master Christoffel transform,” with values in the $2 \times 2$ Clifford algebra matrices, that encodes all possible Christoffel transforms of an isothermic surface in the conformal $n$-sphere and,secondly, because it yields, when interpreted as a connection form for a map into the Möbius group, the Calapso transformation for the isothermic surface.

Section 8.7. In this final section the Darboux transformation for isothermic surfaces in the conformal $n$-sphere will be discussed. Analyzing the geometry of Darboux pairs, we make contact with Blaschke’s problem from Chapter 3, and, providing their interpretation as curved flats in the symmetric space of point pairs in $S^n$, we make contact with the corresponding integrable systems approach.

Remark. In this chapter the reader is expected to be familiar with the Clifford algebra approach to Möbius geometry (Chapter 6) and, for the last two sections, with the Vahlen matrix formalism (Chapter 7). Some knowledge about the transformation theory of isothermic surfaces from Chapter 3 or Chapter 5 may be helpful but should not be necessary.

8.1 Dupin’s theorem and Lamé’s equations

We start by deriving some fundamental facts on $n$-orthogonal systems in Euclidean $n$-space, that is, systems of $n$ different 1-parameter families of hypersurfaces in $\mathbb{R}^n$ so that any hypersurfaces from different families intersect orthogonally. Choosing the family parameters $x_i : \mathbb{R}^n \supset V \to \mathbb{R}$, $i = 1, \ldots, n$, so that $\text{grad} x_i \neq 0$, then yields locally curvilinear coordinates on $V \subset \mathbb{R}^n$: Since the gradients $\text{grad} x_i$ point along the orthogonal trajectories of the families $x_i = \text{const}$, they are pairwise orthogonal and, in particular, linearly independent at any given point. Thus the inverse mapping theorem ensures that the $x_i$’s locally form a coordinate system.

For the purposes of this chapter we will adopt the opposite viewpoint by considering the parametrization $f = (x_1, \ldots, x_n)^{-1} : \mathbb{R}^n \supset U \to \mathbb{R}^n$ as the $n$-orthogonal system. In fact, the condition $\frac{\partial}{\partial x_i} f \perp \frac{\partial}{\partial x_j} f$ for $i \neq j$ on $f$ to provide an orthogonal system is obviously invariant under conformal changes of the ambient metric. Thus we define:
8.1.1 Definition. An immersion \( f : \mathbb{R}^n \supset U \to S^n \) into the conformal \( n \)-sphere will be called an \( n \)-orthogonal system if \( \frac{\partial}{\partial x_i} f \perp \frac{\partial}{\partial x_j} f \) for \( i \neq j \).

8.1.2 Choosing any lift \( f : U \to L^{n+1} \subset \mathbb{R}^{n+2}_1 \) of an \( n \)-orthogonal system, we fix an induced metric \( I = \langle df, df \rangle \) on \( U \). The Gaussian basis fields \( \frac{\partial}{\partial x_i} \) are then orthogonal with respect to that metric,

\[
I\left( \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_j} \right) = \langle \frac{\partial}{\partial x_i} f, \frac{\partial}{\partial x_j} f \rangle = 0 \quad \text{for} \quad i \neq j.
\]

Their lengths give the Lamé functions of the system:

8.1.3 Definition. The positive functions \( l_i \) given by \( l_i^2 = I\left( \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_i} \right) \) are called the Lamé functions with respect to a lift \( f : U \to L^{n+1} \) of an \( n \)-orthogonal system.

8.1.4 Next we determine the Levi-Civita connection of the induced metric: By Koszul’s identity we have

\[
2I\left( \nabla \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_j}, \frac{\partial}{\partial x_k} \right) = \frac{\partial}{\partial x_i} I\left( \frac{\partial}{\partial x_j}, \frac{\partial}{\partial x_k} \right) + \frac{\partial}{\partial x_j} I\left( \frac{\partial}{\partial x_k}, \frac{\partial}{\partial x_i} \right) - \frac{\partial}{\partial x_k} I\left( \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_j} \right) = 2\left( \delta_{jk} l_j \frac{\partial l_i}{\partial x_i} + \delta_{ik} l_i \frac{\partial l_j}{\partial x_j} - \delta_{ij} l_i \frac{\partial l_j}{\partial x_k} \right).
\]

In particular, \( \nabla \frac{\partial}{\partial x_i} = \frac{1}{l_i} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_i} + \frac{1}{l_i} \frac{\partial}{\partial x_j} \frac{\partial}{\partial x_i} \) for \( i \neq j \). Writing this in terms of the normalized vector fields \( v_i = \frac{\partial}{\partial x_i} \), we obtain (cf., (2.16)),

\[
\nabla v_j v_i = -k_{ij} v_j \quad \text{with} \quad k_{ij} := -\frac{\partial l_i}{l_j}.
\]

(8.1)

Because the \( v_i \)'s provide unit normal vector fields for the coordinate hypersurfaces \( x_i = \text{const} \), this tells us that the \( v_j, j \neq i \), are curvature directions for the hypersurfaces \( x_i = \text{const} \), with \( k_{ij} \) being the corresponding principal curvatures. Since the \( v_j = \frac{1}{l_j} \frac{\partial}{\partial x_j} \) are, moreover, parallel to our Gaussian basis fields, we have proved the following theorem (cf., §2.4.8):

8.1.5 Theorem (Dupin). The coordinate functions \( x_j, j \neq i \), provide principal curvature line coordinates for the hypersurfaces \( x_i = \text{const} \).

8.1.6 Note that this situation is rather exceptional: In higher dimensions, \( n \geq 4 \), hypersurfaces generically do not carry principal coordinates at all.

Moreover, we learn from (8.1) that the \( v_{ij}, j = 1, \ldots, m \), provide parallel normal fields for any intersection submanifold \( (x_{i_1}, \ldots, x_{i_m}) = (c_1, \ldots, c_m) \), \( m \leq n - 1 \), so that the corresponding Weingarten tensor fields simultaneously diagonalize, with eigenvalues \( k_{ijk}, j = 1, \ldots, m \) and \( m = m+1, \ldots, n \):

8.1.7 Corollary. Any intersection submanifold \( x_{i_j} = \text{const}, j = 1, \ldots, m \), of an \( n \)-orthogonal system has flat normal bundle, and the remaining coordinate functions \( x_{i_k}, k = m+1, \ldots, n \), provide curvature line coordinates.
8.1.8 Having fixed a pseudo-orthonormal basis \((e_0, e_1, \ldots, e_n, e_\infty)\) of \(\mathbb{R}^{n+2}_1\), where \(e_0 e_\infty + e_\infty e_0 = 1\), we may associate a frame \(\mathfrak{z} : U \to Spin_1(n + 2)\) with an orthogonal system \(f : U \to S^n\) satisfying

\[ f = \mathfrak{z} e_{03}^{-1} \quad \text{and} \quad \partial_i f = \mathfrak{z} e_{i3}^{-1} =: s_i; \quad \text{let} \quad \mathfrak{z} e_{\infty 3}^{-1} =: \hat{f}. \]

Introducing the connection form \(\varphi = \mathfrak{z}^{-1} d\mathfrak{z}\), we write the structure equations as usual (see §1.7.4 and §6.7.4):

\[
\begin{align*}
    df &= \mathfrak{z} \left[ \varphi, e_0 \right] \mathfrak{z}^{-1} = \mathfrak{z} \left( -\sum_{j=1}^{n} \omega_j e_j \right) \mathfrak{z}^{-1} \\
    ds_i &= \mathfrak{z} \left[ \varphi, e_i \right] \mathfrak{z}^{-1} = \mathfrak{z} \left( \sigma_i e_\infty - \sum_{j=1}^{n} \omega_j e_j - \delta_i e_0 \right) \mathfrak{z}^{-1} \\
    d\hat{f} &= \mathfrak{z} \left[ \varphi, e_\infty \right] \mathfrak{z}^{-1} = \mathfrak{z} \left( -\frac{1}{2} \sum_{j=1}^{n} \sigma_j e_j \right) \mathfrak{z}^{-1},
\end{align*}
\]

where \(\omega_i(v_j) = \delta_{ij}\) and \(\omega_{ij}\) are the connection forms of the induced metric, satisfying \(\omega_{ij} + \omega_{ji} = 0\); the geometry of the forms \(\sigma_i\) will be clarified in a moment. Thus \(\varphi : TU \to \Lambda^2 \mathbb{R}^{n+2}_1\) takes the form\(^1\)

\[
\varphi = -\frac{1}{2} \sum_{j=1}^{n} \sigma_j e_j e_0 - \frac{1}{4} \sum_{j,k=1}^{n} \omega_{jk} e_j e_k + \sum_{j=1}^{n} \omega_j e_j e_\infty. \tag{8.3}
\]

By Dupin’s theorem in §8.1.5 we have \(\omega_{ij} = k_{ij} \omega_j - k_{ji} \omega_i\), where \(k_{ij}\) denote the principal curvatures of the coordinate hypersurfaces \(x_i = \text{const}\) (see (8.1)). Hence, when we set \(k_{jj} := 0\),

\[
\varphi = -\frac{1}{2} \sum_{i=1}^{n} \sigma_i e_i e_0 - \frac{1}{2} \sum_{i,j=1}^{n} k_{ij} \omega_i e_j e_i + \sum_{i=1}^{n} \omega_i e_i e_\infty = \sum_{i=1}^{n} e_i \left[ -\frac{1}{2} \sigma_i e_0 + \left( \frac{1}{2} \sum_{j=1}^{n} k_{ji} e_j + e_\infty \right) \omega_i \right]. \tag{8.4}
\]

8.1.9 The Maurer-Cartan equation \(d\varphi + \frac{1}{2} [\varphi \wedge \varphi] = 0\) is equivalent to:

\[
0 = d^2 f = (\sum_{i=1}^{n} \omega_i \wedge \sigma_i) f + \sum_{i=1}^{n} (d\omega_i + \sum_{j=1}^{n} \omega_{ij} \wedge \omega_j) s_i
\]

\[
0 = d^2 s_i = -(d\sigma_i + \sum_{j=1}^{n} \omega_{ij} \wedge \sigma_j) f - \sum_{j=1}^{n} (\partial_{ij} - \sigma_i \wedge \omega_j - \omega_i \wedge \sigma_j) s_j + 2(d\omega_i + \sum_{j=1}^{n} \omega_{ij} \wedge \omega_j) \hat{f} \tag{8.5}
\]

\[
0 = d^2 \hat{f} = -\frac{1}{2} \sum_{i=1}^{n} (d\sigma_i + \sum_{j=1}^{n} \omega_{ij} \wedge \sigma_j) s_i + (\sum_{i=1}^{n} \sigma_i \wedge \omega_i) \hat{f},
\]

where \(\partial_{ij} := d\omega_{ij} + \sum_{k=1}^{n} \omega_{ik} \wedge \omega_{kj}\) denote the curvature forms of the induced metric (cf., §1.7.4). From the Ricci equation \(\sum_{i=1}^{n} \omega_i \wedge \sigma_i = 0\) we learn that the (2,0)-tensor \(s(v, w) := \sum_{i=1}^{n} \sigma_i(v) \omega_i(w)\) is symmetric, and, by the Gauss equations \(\partial_{ij} = \sigma_i \wedge \omega_j + \omega_i \wedge \sigma_j\), this tensor is the Schouten

\(^1\)Because of the twofold skew-symmetry each term in the middle sum occurs twice.
tensor of the induced metric $I = \sum_{i=1}^{n} \omega_i^2$, while its Weyl tensor vanishes (cf., §1.7.7):

$$\varrho_i(v) := \sum_{j=1}^{n} \varrho_{ij}(v, v_j) = \sum_{j=1}^{n} (\sigma_i \wedge \omega_j + \omega_i \wedge \sigma_j)(v, v_j),$$

$$\varrho := \sum_{i=1}^{n} \varrho_i(v_i) = (2n - 2) \sum_{j=1}^{n} \sigma_j(v_j),$$

where $\varrho_i(v) = ric(v, v_i)$ and $\varrho = tr_I ric$ denote the Ricci forms and the scalar curvature of the induced metric $I$, so that

$$\sigma_i(v) = \frac{1}{n-2} (\varrho_i(v) - \frac{\varrho}{2(n-1)} \omega_i(v)).$$

The vanishing of the Weyl tensor is indeed no surprise, since the metric induced from a local parametrization of the conformal $n$-sphere clearly should be conformally flat. Moreover, the Codazzi equations $d\varrho_i + \sum_j \omega_{ij} \wedge \sigma_j = 0$ are the condition on the Schouten tensor to be a Codazzi tensor: By the theorem of Weyl-Schouten from §P.5.1, this is the condition for conformal flatness in the case of dimension $n = 3$; in higher dimensions it is a consequence of the vanishing Weyl tensor.

8.1.10 If we choose $f : U \rightarrow Q_0^n \subset L^{n+1}$ to take values in the Euclidean $n$-space given by $\mathcal{K}_0 := 2e_\infty$ (see §1.4.1), then $3e_\infty 3^{-1} \equiv e_\infty$ (see §1.4.13). Hence $\sigma_i = 0$, so that the Gauss equations now read $\varrho_{ij} = 0$.

Writing $\omega_{ij} = k_{ij} \omega_j - k_{ji} \omega_i$ we have

$$\varrho_{ij} = dk_{ij} \wedge \omega_j - dk_{ji} \wedge \omega_i + \sum_{l=1}^{n} k_l(k_{jl} - k_{lj}) \omega_i \wedge \omega_l + k_l(k_{ij} - k_{ji}) \omega_j \wedge \omega_l - k_l k_{lj} \omega_i \wedge \omega_j,$$

with the principal curvatures $k_{ij}$ of the coordinate hypersurfaces $x_i = const$ (see (8.1)). Thus the Gauss equations yield two sets of equations:

$$0 = \varrho_{ij}(v_i, v_j) = \partial_i k_{ij} + \partial_j k_{ji} - (k_{ij}^2 + k_{ji}^2 + \sum_{l\neq i, j} k_l k_{lj}),$$

$$0 = \varrho_{ij}(v_i, v_j) = \partial_l k_{ij} - k_{lj}(k_{ij} - k_{il}), \quad \text{for} \quad l \neq i, j. \quad (8.6)$$

In the case of dimension $n = 3$, these are the classical Lamé equations (2.20) (see [248]). Using $k_{ij} = -\frac{1}{l_i l_j} \frac{\partial}{\partial x_i} l_j$ (see (8.1)), Lamé’s equations (8.6) become

$$0 = \frac{\partial}{\partial x_i} \left( \frac{1}{l_i} \frac{\partial l_j}{\partial x_i} \right) + \frac{\partial}{\partial x_j} \left( \frac{1}{l_j} \frac{\partial l_i}{\partial x_j} \right) + \sum_{l \neq i, j} k_{lj} \cdot \frac{1}{l_i} \frac{\partial l_j}{\partial x_k} \frac{\partial l_i}{\partial x_k},$$

$$0 = \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_i} l_j - \frac{1}{l_i} \frac{\partial l_j}{\partial x_i} \frac{\partial l_i}{\partial x_k} - \frac{1}{l_k} \frac{\partial l_j}{\partial x_k} \frac{\partial l_i}{\partial x_i},$$

for $i, j, k$ pairwise distinct indices: The $\frac{1}{2}n(n-1)(2n-3)$ equations from (8.6) reduce to a system of $\frac{1}{2}n(n-1)^2$ equations. Again, in the case $n = 3$, the classical equations (2.22) are recovered.
8.2 Ribaucour pairs of orthogonal systems

We already discussed the notion of Ribaucour (hyper)sphere congruences in §3.1.8. In the case where the two envelopes \( f \) and \( \hat{f} \) of a hypersphere congruence \( s \) in the conformal \( n \)-sphere are nondegenerate, that is, where the two envelopes are regular hypersurfaces in \( S^n \), we saw that the sphere congruence is Ribaucour if and only if the curvature directions on both envelopes correspond (see §3.1.6).

8.2.1 Now suppose that \( s : M^{n-1} \to S^n \) is a Ribaucour sphere congruence, and let \( s_1, \ldots, s_{n-1} \) denote the hypersphere congruences associated with the (common) principal directions of \( f \) and \( \hat{f} \), that is, any \( s_i \) intersects \( s \) orthogonally in \( f \) and \( \hat{f} \), and is orthogonal to the \( i \)-th principal direction of \( f \) and \( \hat{f} \). If \( f \) (and, therefore, \( \hat{f} \)) carries principal coordinates \((x_1, \ldots, x_{n-1})\), then each coordinate submanifold \( f|_{x_i=\text{const}} \), or \( \hat{f}|_{x_i=\text{const}} \), is tangent to the congruence \( ss_i|_{x_i=\text{const}} \) of \((n-2)\)-spheres.

Clearly this argument carries over to any codimension: The coordinate submanifolds \((x_{i_1}, \ldots, x_{i_k-1}) = (c_1, \ldots, c_{k-1})\) of \( f \) as well as \( \hat{f} \) are tangent to the \((n-k)\)-sphere congruence \( ss_{i_1} \cdots s_{i_{k-1}}|_{(x_{i_1}, \ldots, x_{i_{k-1}})=(c_1, \ldots, c_{k-1})} \), that is, the restrictions \( f|_{(x_{i_1}, \ldots, x_{i_{k-1}})=(c_1, \ldots, c_{k-1})} \) and \( \hat{f}|_{(x_{i_1}, \ldots, x_{i_{k-1}})=(c_1, \ldots, c_{k-1})} \) of \( f \) and \( \hat{f} \) envelope this congruence of \((n-k)\)-spheres (see §6.6.3).

This observation suggests a definition of Ribaucour congruence in higher codimension (compare [85]):

8.2.2 Definition. A congruence \( s : M^m \to \Lambda^{n-k} \mathbb{R}^{n+2}_{1} \) of \( k \)-spheres with two regular envelopes \( f, \hat{f} : M^m \to S^n \) is called Ribaucour if \( f \) and \( \hat{f} \) have\(^3\) corresponding curvature directions.

The two (regular) envelopes \( f, \hat{f} : M^m \to S^n \) of a Ribaucour \( m \)-sphere congruence \( s : M^m \to \Lambda^{n-m} \mathbb{R}^{n+2}_{1} \) are said to form a Ribaucour pair \((f, \hat{f})\).

8.2.3 Now remember that any of the coordinate submanifolds of an \( n \)-orthogonal system carry principal curvature line coordinates (see §8.1.7).

We condense our above observation on corresponding coordinate submanifolds of a Ribaucour pair in the following definition (cf., [26]):

\[\text{2)}\] We talk of curvature \textit{directions} (not coordinates) that always exist on a hypersurface.

\[\text{3)}\] Remember that the existence of well-defined curvature directions is equivalent to the flatness of the normal bundles of \( f \) and \( \hat{f} \) (cf., Section P.6). This definition is more restrictive than it needs to be: The fact that \( f \) and \( \hat{f} \) do envelope an \( m \)-sphere congruence can be used to identify their normal bundles, so that one could ask for the curvature directions with respect to corresponding normals to correspond. However, this seems unnecessarily complicated for our purposes: The above definition will be entirely satisfactory for our present discussion of (discrete) orthogonal systems.

A discussion of the general Ribaucour transformation and the respective Bianchi permutability theorem shall be given — in its “proper” setup of Lie sphere geometry — in [51].
8.2.4 Definition. An immersion $f : M^m \to S^n$ is called an $m$-orthogonal system if it carries principal curvature line coordinates.\(^4\)

A pair of orthogonal systems $f, \hat{f} : M^m \to S^n$ will be called a Ribaucour pair of orthogonal systems if any two corresponding coordinate submanifolds of dimension $k \leq m$ form a Ribaucour pair (of submanifolds). The orthogonal systems of a Ribaucour pair will be called Ribaucour transforms of each other.

8.2.5 Thus for $m < n$ we regain the above notion of Ribaucour pairs with the additional demand that the corresponding curvature directions of both immersions come from coordinates: The condition on the $k$-dimensional coordinate submanifolds to form Ribaucour pairs is then also a consequence.

In the case $m = n$, however, the condition on two $n$-orthogonal systems to form a Ribaucour pair of submanifolds is empty — with the understanding that any orthogonal coordinate system can be considered as curvature line coordinates in codimension $n - m = 0$, any pair of orthogonal systems (that are parametrized over the same coordinate domain) would form a Ribaucour pair of submanifolds, with the (constant) enveloped Ribaucour congruence being the conformal $n$-sphere itself. Here the condition on any

---

\(^4\) This definition also works for $m = n$ if, in codimension $n - m = 0$, we consider any orthogonal coordinate system as principal curvature line coordinates.
coordinate submanifolds to form Ribaucour pairs of submanifolds also be-
comes important — for \( k = m - 1 \), for the lower dimensions \( k < m - 1 \), it
follows from the above observations as before.

In Figure 8.1 a Ribaucour pair of triply orthogonal systems in Euclidean
3-space is sketched. On the 2-sphere touching two of the coordinate surfaces
of the system in corresponding points there are two circles that are tangent
to the coordinate lines of the system, that is, to the curvature lines of the
two surfaces.

8.2.6 In the case \( m = 2 \), the existence of principal curvature line coor-
dinates is not a problem as soon as there are well-defined principal curvature
directions: This is because any line field on a (2-dimensional) surface is
integrable. Thus, in that case, the two envelopes of a Ribaucour 2-sphere
congruence form a Ribaucour pair of 2-orthogonal systems without further
conditions.

Note that any Darboux pair of isothermic surfaces in \( S^3 \) or \( S^4 \) (see §3.2.5
and §5.4.23) forms a Ribaucour pair of 2-orthogonal systems.

8.2.7 In some context we will weaken our assumption on the members
of a Ribaucour pair being immersed: For example, it will be convenient
to consider \( m \)-orthogonal systems in Euclidean \( n \)-space, coupled with the
point at infinity, as a degenerate case of Ribaucour pairs.

8.2.8 After fixing our notions, we want to study the geometry of Ribaucour
pairs of \( m \)-orthogonal systems a bit further. In particular, we want to derive
the structure equations for suitably adapted frames: These will serve as a
starting point for developing the analogous discrete theory.

Thus let \( f, \hat{f} : \mathbb{R}^m \supset U \to S^n \) denote a Ribaucour pair of \( m \)-orthogonal
systems, given in terms of their common (orthogonal) curvature line coor-
dinates \((x_1, \ldots, x_m)\), and let \( \mathfrak{z} : U \to Spin_1(n + 2) \) be a frame with
\[
\mathfrak{z} = e_0 \mathfrak{z}_0^{-1}, \quad s_i := e_i \mathfrak{z}_i^{-1} \quad \text{and} \quad \hat{\mathfrak{z}} = e_\infty \mathfrak{z}_\infty^{-1},
\]
where \((e_0, e_1, \ldots, e_n, e_\infty)\) denotes a pseudo-orthonormal basis of \( \mathbb{R}_1^{n+2} \) as usual. By arranging the \( s_i, i = m+1, \ldots, n \), to give the enveloped Ribaucour
\( m \)-sphere congruence \( s \), that is, \( s = s_{m+1} \cdots s_n \), we can express the first and
second fundamental forms of \( f \) and \( \hat{f} \) in terms of the forms given in (6.13):
\[
I = \sum_{j=1}^m \omega_j^2, \quad \hat{I} = \sum_{j=1}^m \hat{\omega}_j^2, \quad \text{and} \quad \hat{I} = \sum_{j=1}^m \hat{\omega}_j^2, \quad \hat{\omega}_j = \hat{a}_{ij} dx_j.
\]
Since we have common principal curvature directions for \( f \) and \( \hat{f} \), given by
our coordinates \((x_1, \ldots, x_m)\), we may choose (by the Cartan-Moore lemma;
cf., [197]) the tangential frame to simultaneously diagonalize the Weingarten
tensors of \( f \) and \( \hat{f} \) so that
\[
\omega_j = l_i dx_i, \quad \hat{\omega}_j = \hat{l}_j dx_j, \quad \text{and} \quad \psi_{ij} = a_{ij} dx_j.
\]
From the Ricci equations (6.14) we then learn that
1. $\varrho_{ij}^\perp = 0$, so that the frame $\mathfrak{z}$ can be chosen to be $\mathfrak{s}$-adapted, $\nu_{ij} = 0$; and
2. $d\nu = 0$, so that $f$ and $\hat{f}$ can be rescaled to also obtain $\nu = 0$.

Otherwise said, $s_{m+1}, \ldots, s_n, f, \hat{f}$ can be chosen to be parallel sections of the spanned vector bundle $p \mapsto \text{span}\{s_{m+1}(p), \ldots, s_n(p), f(p), \hat{f}(p)\}$. Now the common "tangential" basis fields $s_i, i = 1, \ldots, m$, point along the partial derivatives of any of these (parallel) normal sections: For $i = m + 1, \ldots, n$ and $j = 1, \ldots, m$ we have
\[
\frac{\partial}{\partial x_j} f = l_j s_j, \quad \frac{\partial}{\partial x_j} \hat{f} = \hat{l}_j s_j, \quad \text{and} \quad \frac{\partial}{\partial x_j} s_i = a_{ij} s_j.
\]

In particular, the frame $\mathfrak{z}$ is $f$, $\hat{f}$-, and $\mathfrak{s}$-adapted in the sense of §6.7.1 at the same time:

**8.2.9 Definition.** A map $\mathfrak{z} : \mathbb{R}^m \supset U \to \text{Spin}_1(n+2)$ will be called an adapted frame for a Ribaucour pair $f = \mathfrak{z}e_0\mathfrak{z}^{-1}, \hat{f} = \mathfrak{z}e_\infty\mathfrak{z}^{-1} : U \to S^n$ of $m$-orthogonal systems if
\[
\frac{\partial}{\partial x_j} f = l_j s_j, \quad \frac{\partial}{\partial x_j} \hat{f} = \hat{l}_j s_j, \quad \text{and} \quad \frac{\partial}{\partial x_j} s_i = a_{ij} s_j
\]

for $j = 1, \ldots, m$ and $i = m + 1, \ldots, n$, where $s_i := \mathfrak{z}e_i\mathfrak{z}^{-1}$ and $l_j, \hat{l}_j, a_{ij}$ are suitable functions.

**8.2.10** Assuming that at least one of the orthogonal systems of a Ribaucour pair, say $f$, induces a nondegenerate Riemannian metric, that is, all $l_j \neq 0$, it is immediately clear that the enveloped Ribaucour $m$-sphere congruence must be given in terms of the frame fields, by $\mathfrak{s} = s_{m+1} \cdots s_n$.

**8.2.11** We analyze further the structure equations (8.7) of an adapted frame for a Ribaucour pair of orthogonal systems to obtain a characterization in terms of its connection form $\varphi = \mathfrak{z}^{-1}d\mathfrak{z}$: The coordinates $(x_1, \ldots, x_m)$ of the orthogonal systems are principal coordinates for any coordinate submanifold (see §8.1.7). As in (8.1), this fact becomes apparent from the following formula,
\[
\frac{\partial}{\partial x_j} s_i = -c_{ij} s_j \quad \text{with} \quad c_{ij} := l_j k_{ij} = \hat{l}_j \hat{k}_{ij},
\]

where $1 \leq i, j \leq m$, $i \neq j$, and $k_{ij}$ and $\hat{k}_{ij}$ are the corresponding principal curvatures, with respect to the induced metrics of $f$ and $\hat{f}$, respectively.

Combining (8.8) with the defining equations (8.7) of an adapted frame of a Ribaucour pair, we obtain the following:

**8.2.12 Lemma.** $\mathfrak{z} : \mathbb{R}^m \supset U \to \text{Spin}_1(n+2)$ is an adapted frame for a Ribaucour pair of orthogonal systems $f = \mathfrak{z}e_0\mathfrak{z}^{-1}, \hat{f} = \mathfrak{z}e_\infty\mathfrak{z}^{-1} : U \to S^n$ if
and only if its connection form \( \varphi = \mathfrak{z}^{-1}d\mathfrak{z} \) satisfies, with suitable functions \( l_j, \hat{l}_j, c_{ij}, a_{ij} : U \to \mathbb{R} \),
\[
\varphi\left(\frac{\partial}{\partial x_j}\right) = e_j(\hat{l}_je_0 + \frac{1}{2} \sum_{i=1}^m c_{ij}e_i + \frac{1}{2} \sum_{i=m+1}^n a_{ij}e_i + l_je_\infty). \quad (8.9)
\]

8.2.13 This lemma is easily verified from our above considerations by using that \( \mathfrak{z}[\varphi, e_0]_{\mathfrak{z}^{-1}} = df \), \( \mathfrak{z}[\varphi, e_i]_{\mathfrak{z}^{-1}} = ds_i \), and \( \mathfrak{z}[\varphi, e_\infty]_{\mathfrak{z}^{-1}} = df \) (see \S 6.7.3).

Note that, generically, an adapted frame for a Ribaucour pair is unique up to permutations of the tangential directions, constant orthogonal gauge transformations of the \( s \)-bundle \( p \mapsto \text{span}\{s_{m+1}, \ldots, s_n\} \) (since \( \mathfrak{z} \) is \( s \)-adapted), and constant rescalings of \( f \) and \( \hat{f} \) (as \( \mathfrak{z} \) is an \( f \)- and \( \hat{f} \)-adapted frame, in the sense of \S 6.7.1).

8.3 Ribaucour pairs of discrete orthogonal nets

Our ansatz to obtain a discrete analog for Ribaucour pairs of orthogonal systems will be to discretize the first-order Taylor expansion of the frame equations (8.9): By \S 8.2.12, a map \( \mathfrak{z} : \mathbb{R}^m \supset U \to \text{Spin}_1(n+2) \) is an adapted frame for a Ribaucour pair of orthogonal systems if and only if, for infinitesimal \( \varepsilon \approx 0 \),
\[
\mathfrak{z}(x + \varepsilon \frac{\partial}{\partial x_j}) \simeq \mathfrak{z}(x)(1 + \varepsilon e_j \tilde{a}_j(x)) = \mathfrak{z}(x) \cdot a^\varepsilon_j(x)e_j
\]
with suitable maps\(^5\) \( a^\varepsilon_j := -(e_j + \varepsilon \tilde{a}_j) : U \to \Lambda^1 \mathbb{R}_1^{n+2}. \) Obviously these structure equations can be discretized easily — here we profit from the fact that we work in the Clifford algebra since, by simply rescaling \( a^\varepsilon_j \) to take values in the Lorentz sphere \( S_1^{n+1} \), we can achieve that these structure equations describe a map into the spin group, for finite values of \( \varepsilon \) also (cf., \S 6.3.12):

8.3.1 Definition. A map \( \mathfrak{z} : \mathbb{Z}^m \supset U \to \text{Spin}_1(n+2) \) is called an adapted frame for a Ribaucour pair \( f := \mathfrak{z}e_0\mathfrak{z}^{-1}, \hat{f} := \mathfrak{z}e_\infty\mathfrak{z}^{-1} : U \to S^n \) of discrete orthogonal nets\(^6\) if there are maps \( a_j : U \to S_1^{n+1} \subset \Lambda^1 \mathbb{R}_1^{n+2} \) so that
\[
\mathfrak{z}(x + \delta_j) = \mathfrak{z}(x) \cdot a_j(x)e_j \quad (8.10)
\]
whenever \( x, x + \delta_j \in U \), where \( \delta_j := (\delta_{1j}, \ldots, \delta_{mj}) \in \{0, 1\}^m \subset \mathbb{Z}^m. \)

\(^5\) Note that \( \tilde{a}_j \perp e_j \), that is, \( e_j \tilde{a}_j = -\tilde{a}_je_j. \)

\(^6\) Here we use the notion of a “net” since \( f \) comes with canonical coordinates (cf., Figure 5.13). Synonymously, we will use the notion of “discrete orthogonal system.”
8.3.2 Starting with this rather technical definition, we want to describe the geometry of the two maps of a Ribaucour pair, seeking a more direct and more geometrical characterization.

![Smooth and discrete Ribaucour pairs](image)

First we introduce the spheres

\[ s_j(x) := z(x)e_j z^{-1}(x + \delta_j) = z(x + \delta_j)e_j z^{-1}(x). \]  

(8.11)

Here the second equality, trivially following from \((a_j e_j)^{-1} = e_j a_j\), shows that the spheres \(s_j(x)\) depend symmetrically on the endpoints \(x\) and \(x + \delta_j\) of the edges ("elementary 1-cells") of the domain graph \(U\) of \(z\). Now

\[ f(x + \delta_j) = z(x + \delta_j)e_j e_0 e_j z^{-1}(x + \delta_j) = s_j(x)f(x)s_j(x), \]  

(8.12)

and similarly for \(\hat{f}\). That is, the points \(f(x + \delta_j)\) and \(\hat{f}(x + \delta_j)\) can be obtained from \(f(x)\) and \(\hat{f}(x)\), respectively, by inversion at the hypersphere \(s_j(x)\) (cf., §6.3.4, or Figure T.4). In particular (cf., Figure 8.2),

**8.3.3 Lemma.** The endpoints of any corresponding edges of the systems \(f(U)\) and \(\hat{f}(U)\) of a Ribaucour pair of discrete orthogonal systems are concircular, and the endpoint pairs of \(f\) and \(\hat{f}\) do not separate on their circles.

**8.3.4** Namely, \(f(x + \delta_j)\) and \(\hat{f}(x + \delta_j)\) lie on the circle that contains \(f(x)\) and \(\hat{f}(x)\) and is orthogonal to \(s_j(x)\). And, since, in the projective picture, the hyperbolic sphere pencils (cf., Figure T.1) that are associated with the endpoint pairs \(f(x), f(x + \delta_j)\) and \(\hat{f}(x), \hat{f}(x + \delta_j)\) intersect in the hypersphere \(s_j(x) \in \mathbb{RP}_O^{n+1}\), the pairs do not separate.
This fact is confirmed by a computation of the cross-ratio of the four points:

\[
[f; f(. + \delta_j); \hat{f}(. + \delta_j)] = \frac{(e_\infty e_0 a_j e_\infty a_j + a_j e_\infty e_0 a_j e_0 e_\infty) \delta^{-1}}{2(a_j e_\infty a_j, e_\infty) 2(a_j e_0 a_j, e_0)}
\]

\[
= -\frac{1}{2} \langle a_j e_\infty a_j, e_\infty \rangle \langle a_j e_0 a_j, e_0 \rangle
\]

(see Figure T.4). For this calculation it is useful to note that, since \(e_2^2 = 0\), we have \(e_0 a e_0 = -2\langle a, e_0 \rangle e_0\) for any \(a \in \Lambda^1 \mathbb{R}^{n+2}_1\), and similarly for \(e_\infty\). Moreover, since the endpoint pairs do not separate on their circle, this cross-ratio \([\hat{f}(x); f(x); f(x + \delta_j); \hat{f}(x + \delta_j)] < 0\), that is, \(\langle a_j, e_0 \rangle\) and \(\langle a_j, e_\infty \rangle\) must have the same sign.

**8.3.5** Generically, as long as the four points are all different, it is also possible to (geometrically, that is, up to sign) reconstruct the hypersphere \(s_j(x)\) from the four points \(f(x), \hat{f}(x), f(x + \delta_j), \text{ and } \hat{f}(x + \delta_j)\) as the unique hypersphere that intersects the circle of the four points orthogonally in such a way that the point pairs \(f(x), f(x + \delta_j)\) and \(\hat{f}(x), \hat{f}(x + \delta_j)\) lie symmetrically with respect to the sphere. In fact, rewriting (8.12) as

\[
f(x + \delta_j) = f(x) - 2\langle f(x), s_j(x) \rangle s_j(x),
\]

we see that \(s_j(x)\) is a suitable multiple\(^7\) of \(f(x) - f(x + \delta_j)\), and similarly for \(\hat{f}\).

When we are not given the “proper” homogeneous coordinates of the four points, the construction is still guaranteed by the fact that the four points are concircular, that is, their homogeneous coordinate vectors are linearly dependent, and the corresponding pairs do not separate on their circle: Consequently, the two hyperbolic sphere pencils given by \(f(x), f(x + \delta_j)\) and \(\hat{f}(x), \hat{f}(x + \delta_j)\) intersect in a point (hypersphere) \(s_j(x) \in \mathbb{RP}^{n+1}_O\) of the “outer space.”

**8.3.6** If, however, one of the orthogonal systems of a Ribaucour pair degenerates completely, say \(\hat{f} \equiv \frac{1}{2} K_0\) is constant, then \(f : U \to Q^n_0\) takes values in the Euclidean quadric given by \(K_0\) (see §1.4.1), and the spheres \(s_j\) are hyperplanes in that space since

\[
\hat{f}(x) = \hat{f}(x + \delta_j) = s_j(x) \hat{f}(x) s_j(x)
\]

implies \(0 = \hat{f}(x) s_j(x) + s_j(x) \hat{f}(x)\), so that \(s_j \perp K_0\) (see §1.4.11).

\(^7\) Normalizing \(f(x) - f(x + \delta_j)\) to have length 1 yields \(s_j(x)\), up to sign.
8.3.7 Next we wish to employ the discrete analog of the Maurer-Cartan equations from §6.7.3 for our frame $\mathfrak{z} : U \to Spin_1(n+2)$: From the structure equations (8.10) for an adapted frame of a Ribaucour pair of discrete orthogonal systems we obtain

$$\mathfrak{z}(x + \delta_i + \delta_j) = \mathfrak{z}(x + \delta_i)a_j(x + \delta_i)e_j = \mathfrak{z}(x)a_i(x)e_i a_j(x + \delta_i)e_j,$$

$$\mathfrak{z}(x + \delta_i + \delta_j) = \mathfrak{z}(x + \delta_j)a_i(x + \delta_j)e_i = \mathfrak{z}(x)a_i(x)e_j a_i(x + \delta_j)e_i.$$

Thus a necessary condition for the integrability of the structure equations are the “discrete Maurer-Cartan equations”

$$a_j(x)e_j a_i(x + \delta_j)e_i = a_i(x)e_i a_j(x + \delta_i)e_j$$ (8.13)

for $i, j = 1, \ldots, m$, a discrete version of Schwarz’s lemma on the independence of the second partial derivatives of the order of differentiation, that is, a discrete version of the vanishing second exterior derivative, $d^2 = 0$.

It is rather clear that the equations (8.13) are also sufficient for the integrability of the structure equations: “Integration” of the equations (8.10) is independent of the path of integration as soon as the discrete Maurer-Cartan equations hold, so that $\mathfrak{z}$ is well defined by (8.10) from the $a_j$, $j = 1, \ldots, m$, and an initial value.

8.3.8 Expanding the four vertices of an “elementary quadrilateral” (or “elementary 2-cell”) of the orthogonal net $f : U \to S^n$ by using the structure equations, we obtain three different expressions for the vertex $f(x + \delta_i + \delta_j)$ when employing the Maurer-Cartan equations (8.13):

$$f(x) = \mathfrak{z}(x)e_0 \mathfrak{z}^{-1}(x),$$

$$f(x + \delta_i) = \mathfrak{z}(x)a_i(x)e_0 a_i(x)\mathfrak{z}^{-1}(x),$$

$$f(x + \delta_i + \delta_j) = \mathfrak{z}(x)a_i(x)e_j a_j(x + \delta_i)e_i a_i(x)\mathfrak{z}^{-1}(x)$$

$$= \mathfrak{z}(x)a_i(x)e_j a_j(x + \delta_i)e_j e_0 a_i(x + \delta_j)e_j e_0 a_i(x)\mathfrak{z}^{-1}(x)$$

$$= \mathfrak{z}(x)a_i(x)e_j a_j(x + \delta_i)e_j e_0 a_i(x + \delta_j)e_j e_0 a_i(x)\mathfrak{z}^{-1}(x),$$

$$f(x + \delta_j) = \mathfrak{z}(x)a_j(x)e_0 a_j(x)\mathfrak{z}^{-1}(x).$$

Using $e_0 a e_0 = -2\langle a, e_0 \rangle e_0$ and the fact that $e_0$, $e_i$, and $e_j$ are pairwise orthogonal, that is, they anti-commute, we determine the cross-ratio of this elementary quadrilateral to be (cf., Figure T.4)

$$[f(x); f(x + \delta_i); f(x + \delta_i + \delta_j); f(x + \delta_j)] = -\langle a_i(x), e_0 \rangle \langle a_j(x + \delta_i), e_0 \rangle / \langle a_j(x), e_0 \rangle \langle a_j(x + \delta_i), e_0 \rangle.$$ (8.14)

Clearly a similar formula holds for the other orthogonal net of the Ribaucour pair. Since this cross-ratio is real, we have (cf., Figure 8.2) the following:

8.3.9 Lemma. The vertices of any elementary quadrilateral

$$(f(x); f(x + \delta_i); f(x + \delta_i + \delta_j); f(x + \delta_j))$$
of an orthogonal net \(f(U)\) of a Ribaucour pair are concircular.

8.3.10 This lemma generalizes to higher dimensions inductively: Suppose we know that all \(2^k\) vertices

\[
f(x + \sum_{j=1}^{k} \varepsilon_j \delta_{i_j}), \quad \varepsilon_j \in \{0, 1\},
\]

of an elementary \(k\)-cell lie on a \((k-1)\)-sphere. Further assume (to simplify notations) that the point \(f(x + \delta_{i_{k+1}})\) is not on this \((k-1)\)-sphere, so that there is a unique \(k\)-sphere containing that point as well as the original \((k-1)\)-sphere. Now we know that any four points \(f(x), f(x + \delta_{i_j}), f(x + \delta_{i_{k+1}}),\) and \(f(x + \delta_{i_j} + \delta_{i_{k+1}}),\) where \(j \in \{1, \ldots, k\}\), are concircular. Since the first three points of this circle lie on our \(k\)-sphere, the whole circle lies on the sphere, and, in particular, so does the fourth point \(f(x + \delta_{i_j} + \delta_{i_{k+1}})\). Repeating this argument, with one more of the \(\varepsilon_{i_j} = 1\) in each step, we find that all \(2^{k+1}\) points \(f(x + \sum_{j=1}^{k+1} \varepsilon_j \delta_{i_j})\) of our elementary \((k+1)\)-cell lie on the \(k\)-sphere that we just constructed.

8.3.11 Lemma. Let \(f\) and \(\hat{f}\) be a Ribaucour pair of discrete orthogonal systems. Then the vertices of any elementary \(k\)-cell of \(f(U)\) and of \(\hat{f}(U)\), respectively, lie on a \((k-1)\)-sphere.

8.3.12 Clearly the very same argument works for the vertices

\[
f(x + \sum_{j=1}^{k} \varepsilon_j \delta_{i_j}) \quad \text{and} \quad \hat{f}(x + \sum_{j=1}^{k} \varepsilon_j \delta_{i_j})
\]

of corresponding elementary \(k\)-cells of both nets, since we know that the endpoints of corresponding edges on both nets are concircular from §8.3.3:

8.3.13 Lemma. The vertices of any corresponding elementary \(k\)-cells of the discrete orthogonal systems \(f, \hat{f} : U \to S^n\) of a Ribaucour pair lie on a \(k\)-sphere \(s \in \Lambda^{n-k}\mathbb{R}^{n+2}\).

8.3.14 This provides a discrete analog of the enveloping condition from §8.2.4: Any corresponding \(k\)-dimensional subnets of the discrete orthogonal nets \(f(U)\) and \(\hat{f}(U)\) of a Ribaucour pair “envelope” a “discrete \(k\)-sphere congruence” \(s\).

However, under certain regularity assumptions, we can do even better and explicitly determine the “enveloped” \(k\)-spheres. First note that

\[
f(x + \delta_j) = \mathfrak{z}(x)a_j(x)e_0\mathfrak{z}^{-1}(x) = \mathfrak{z}(x)\{e_0 - 2\langle a_j(x), e_0 \rangle a_j(x)\}\mathfrak{z}^{-1}(x),
\]

and similarly for \(\hat{f}\): Besides \(f(x) = \mathfrak{z}(x)e_0\mathfrak{z}^{-1}(x)\) and \(\hat{f}(x) = \mathfrak{z}(x)e_\infty\mathfrak{z}^{-1}(x)\), the spheres \(s_{i_j} = -\mathfrak{z}(x)a_{i_j}(x)\mathfrak{z}^{-1}(x)\), with \(j = 1, \ldots, k\), also must be in the Minkowski \((k+2)\)-space that corresponds to the \(k\)-sphere \(s(x)\) as soon
as one of the discrete orthogonal nets, say \( f \), is regular in the sense that 
\( f(x + \delta_j) \neq f(x) \) for all \( x \) and \( j = 1, \ldots, m \). Assuming additionally that 
\( f(U) \) and \( \hat{f}(U) \) are disjoint, the \( k \)-sphere \( \mathfrak{s}(x) \) is given by

\[
\mathfrak{v} \mathfrak{s}(x) = \mathfrak{z}(x) e_0 \wedge a_{i_1}(x) \wedge \ldots \wedge a_{i_k}(x) \wedge e_\infty \mathfrak{z}^{-1}(x) \in \Lambda^{k+2} \mathbb{R}_{1}^{n+2}
\]

(see §6.4.8). Note that, for this argument, we have used the fact that the points \( f(x), f(x + \delta_{ij}), \hat{f}(x), \) and \( \hat{f}(x + \delta_{ij}) \) lie on the \( k \)-sphere (cf., §6.4.12). For the remaining points of the elementary \( k \)-cells of \( f(U) \) and \( \hat{f}(U) \), incidence follows from our previous lemma.

The interested reader may want to briefly reflect on other ways of expressing \( \mathfrak{v} \mathfrak{s}(x) \) using these additional incidence relations.

8.3.15 Classically, the curvature line net of a surface used to be characterized as a (coordinate) curve net that divides the surface into “infinitesimal rectangles”: This fact can be justified by second order Taylor expansion of a parametrization [32] or by nonstandard analysis arguments [152].

Thus, since any elementary 2-cell of a discrete orthogonal net belonging to a Ribaucour pair is a conformal rectangle (cf., §4.9.10) by §8.3.11, it seems justified to consider the net as the discrete analog of a curvature line net. This fact fits well with the corollary to Dupin’s theorem given in §8.1.7: In the sense of this notion of “discrete curvature line net,” §8.3.11 is just a discrete Dupin’s theorem. Combining all of these observations and facts, we obtain the following geometric description for our Ribaucour pairs of discrete orthogonal systems, analogous to the definition in the smooth case (see §8.2.4):

8.3.16 Definition and Corollary. A discrete net \( f : \mathbb{Z}^m \supset U \to S^n \) is called a discrete curvature line net \(^9\) if any elementary \( k \)-cell lies on a \((k - 1)\)-sphere.

The discrete orthogonal systems of a Ribaucour pair form discrete curvature line nets. Any two corresponding \( k \)-dimensional subnets “envelope” a discrete \( k \)-sphere congruence — which we call a discrete Ribaucour congruence because its “envelopes” are discrete curvature line nets.

We will say that two discrete curvature line nets with this enveloping property satisfy the Ribaucour property, and one net will be called a Ribaucour transform of the other.\(^{10}\)

\(^8\) In order for this “description” to become a “characterization,” we would have to show that, given the geometric configuration of the corollary, we can construct an adapted frame \( \mathfrak{z} \) for the pair \((f, \hat{f})\) of discrete curvature line nets. In the following section we will learn about an ansatz that may allow us to do so.

\(^9\) Various authors also refer to these nets as “discrete circular nets.”

\(^{10}\) This notion of “Ribaucour transformation” for discrete curvature line nets is involutive.
8.3.17 Note how this definition of a discrete curvature line net generalizes our definition in §5.7.2. In fact, this notion of a discrete curvature line net generalizes the notion of a discrete isothermic net, and the notion of Ribaucour transformation for a discrete curvature line net generalizes the notion of the Darboux transformation for discrete isothermic nets (cf., §5.7.12f).

8.4 Sphere constructions

We want to investigate further the geometry of the spheres \( s_j \), given in (8.11). We already discussed their relation with the nets \( f \) and \( \hat{f} \): Given an initial point pair \( f(x_0) \) and \( \hat{f}(x_0) \) for the Ribaucour pair of orthogonal nets, \( f \) and \( \hat{f} \) can be constructed by successive reflections at the spheres \( s_j \) (see (8.12)). On the other hand, we found in §8.3.5 that, as a consequence of §8.3.3, the hyperspheres \( s_j \) can be reconstructed (up to sign) from the endpoints of corresponding edges of \( f \) and \( \hat{f} \), if the four points are different. This remains true if one of the nets degenerates completely and these spheres become hyperplanes in the corresponding Euclidean \( n \)-space (cf., §8.3.6).

8.4.1 By examining (8.11) we see that the \( s_j \)’s can also be used to reconstruct the frame \( \mathfrak{z} \), by “integrating” the system

\[
\mathfrak{z}(x + \delta_j) = -s_j(x)\mathfrak{z}(x)e_j. \tag{8.15}
\]

Integrability of the system (8.15) is, as usual, obtained from the condition

\[
s_i(x + \delta_j)s_j(x)\mathfrak{z}(x)e_je_i = \mathfrak{z}(x + \delta_i + \delta_j) = s_j(x + \delta_i)s_i(x)\mathfrak{z}(x)e_ie_j.
\]

That is, given some initial value \( \mathfrak{z}(x_0) = \mathfrak{z}_0 \), the system (8.15) can be solved (uniquely) if and only if

\[
0 = s_i(x + \delta_j)s_j(x) + s_j(x + \delta_i)s_i(x). \tag{8.16}
\]

Since (8.15) is equivalent to (8.10) with \( a_j = -\mathfrak{z}^{-1}s_j\mathfrak{z} \), the frame obtained by solving (8.15) is automatically an adapted frame of a Ribaucour pair of discrete orthogonal nets.

8.4.2 Lemma. A family of maps \( s_1, \ldots, s_m : \mathbb{Z}^m \supset U \to S_1^{n+1} \) defines an adapted frame of a Ribaucour pair via \( \mathfrak{z}(x + \delta_j) = -s_j(x)\mathfrak{z}(x)e_j \) if and only if it satisfies \( 0 = s_i(x + \delta_j)s_j(x) + s_j(x + \delta_i)s_i(x) \) for \( i, j = 1, \ldots, m \).

8.4.3 To draw geometric insight from the integrability conditions (8.16) of (8.15), we focus on its \( \Lambda^2 \mathbb{R}_1^{n+2} \) part:

\[
0 = s_i(x + \delta_j) \wedge s_j(x) + s_j(x + \delta_i) \wedge s_i(x).
\]
This says that $s_j(x)$, $s_i(x + \delta_j)$ and $s_i(x)$, $s_j(x + \delta_i)$ span the same sphere pencil.\textsuperscript{11} Interpreting the spheres $s_j(x)$, and so on, as points in (the outer space of) projective $(n+1)$-space $\mathbb{RP}^{n+1}$ (see Figure T.4), we conclude that

8.4.4 Lemma. Any four points (hyperspheres) $s_i(x)$, $s_j(x)$, $s_i(x+\delta_j)$, and $s_j(x+\delta_i)$ belonging to (a pair of corresponding) elementary quadrilaterals of (a Ribaucour pair of) orthogonal systems are collinear.

8.4.5 Just as some facts we derived earlier, this lemma can be generalized to higher dimensions by induction.

For this (as well as the following) argument we can deal solely with the spheres $s_j$, so that we can neglect the corresponding elementary cells of the discrete orthogonal nets that they come from: Therefore, we will speak of a “$k$-cube” instead of the pair of “elementary $k$-cells” whose vertices are obtained as the images of the vertices of the $k$-cube.

Thus suppose we know that the $k\cdot 2^{k-1}$ spheres\textsuperscript{12} belonging to any $k$-cube in $U$ are contained in a projective $(k-1)$-plane, and consider a $(k+1)$-cube with vertices $x + \sum_{j=1}^{k+1} \epsilon_j \delta_{ij}$. By assumption the spheres belonging to the “base” $k$-cube with vertices $x + \sum_{j=1}^{k} \epsilon_j \delta_{ij}$ lie in a $(k-1)$-plane. Now consider all quadrilaterals consisting of the endpoints of one edge in the base cube and the two points “above” them,

$$y, \quad y + \delta_{ij}, \quad y + \delta_{ik+1}, \quad \text{and} \quad y + \delta_{ij} + \delta_{ik+1}.$$  

Without loss of generality,\textsuperscript{13} the line corresponding to one of these quadrilaterals sticks out of the $(k-1)$-plane of our base cube. This defines a $k$-plane. Since the sphere line of any “neighboring” quadrilateral that shares a “vertical” edge with our original quadrilateral contains two spheres that lie in that $k$-plane, it is entirely contained in the $k$-plane. Repeating this argument as often as necessary, by applying it to the “vertical neighbors”

\textsuperscript{11} If $s_i(x + \delta_j) \land s_j(x) = 0$, we have $f(x + \delta_i + \delta_j) = f(x)$, that is, the net $f$ (as well as $\hat{f}$) degenerates.

To verify this fact, that the four spheres belonging to a pair of elementary quadrilaterals belong to one sphere pencil, seems to be the major difficulty in obtaining the converse of our geometric description in §8.3.16. However, in case one of the maps, say $\hat{f}$, is constant (the point at infinity of a Euclidean space), so that all spheres $s_j$ are hyperplanes (see §8.3.6) this fact is rather obvious: The four hyperplanes then intersect in an $(n-2)$-plane of that Euclidean space. Moreover, it follows from Thales’s theorem that opposite angles of intersection add up to $\pi$, which makes the proof of the converse nearly complete — note that the real part of (8.16) is a condition on the intersection angles of the spheres.

\textsuperscript{12} The spheres $s_{ij}$ can be associated to the edges of the elementary $k$-cube. Consequently, there are as many spheres $s_{ij}$ as a $k$-dimensional cube has edges.

\textsuperscript{13} Otherwise, all spheres are already contained in the $(k-1)$-plane of the base cube.
of any quadrilaterals subsequently obtained, the statement extends to all spheres of the \((k + 1)\)-cube that we started with.

**8.4.6 Lemma.** All spheres \(s_{ij}(x)\) belonging to corresponding elementary \(k\)-cells, \(^{14)}\) \(2 \leq k \leq m\), of the orthogonal nets \(f(U)\) and \(\hat{f}(U)\) of a Ribaucour pair are contained in a \((k - 1)\)-plane of \(\mathbb{RP}^{n+1}\).

**8.4.7** Conversely, this lemma tells us how to reconstruct (geometrically, as points in \(\mathbb{RP}^{n+1}\)) all spheres of a \((k + 1)\)-cube, \(k \geq 2\), if only those belonging to all \(k\)-cubes that contain one given vertex of the \((k + 1)\)-cube are given: To simplify notations, assume that we are provided with all spheres that belong to the \(k\)-cubes containing \(x + \sum_{j=1}^{k+1} \delta_{ij}\). Thus we are seeking the \(k + 1\) missing spheres \(s_{ij}(x), j = 1, \ldots, k + 1\), of a total number of \(2^k(k + 1)\) spheres that belong to the \((k + 1)\)-cube.

Now, \(s_{ij}(x)\) belongs to all \(k\)-cubes that contain the \(i_j\)-edge, that is, it belongs to all \(k\)-cubes that miss out one of the other edges. In particular, there are \(k\) different \(k\)-cubes that \(s_{ij}(x)\) belongs to. For each of these \(k\)-cubes we are given \(^{15)}\) \((2^{k-1} - 1)k \geq k\) spheres, so that we can construct the associated \((k - 1)\)-plane (in a certain \(k\)-plane) in \(\mathbb{RP}^{n+1}\). The sphere \(s_{ij}(x)\) is then the intersection point of the \(k\) (generically different) \((k - 1)\)-planes in \(\mathbb{RP}^{n+1}\).

**8.4.8** As a consequence, obtained by induction, we may reconstruct all spheres \(s_j\) of an \(m\)-cube as soon as we know the spheres belonging to all \(k\)-cubes that contain a given vertex of the \(m\)-cube, \(2 \leq k \leq m\).

Because we may construct the spheres from the vertices of the elementary \(k\)-cells of a Ribaucour pair of discrete orthogonal nets \(f(U)\) and \(\hat{f}(U)\) (see §8.3.5), and the spheres can then be used to construct the missing points of the nets by reflections (see (8.12)), we can solve the following “Cauchy problem”:

**8.4.9 Theorem.** A Ribaucour pair \(f, \hat{f} : \mathbb{Z}^m \supset U \to S^n\) of \(m\)-orthogonal nets can be reconstructed once all \(\binom{m}{k}\) pairs of \(k\)-dimensional subnets that pass through a pair of corresponding points are given.

**8.4.10** Note that this theorem remains true if one of the \(m\)-orthogonal systems degenerates, say \(f \equiv \text{const}\). Then all provided hyperspheres are hyperplanes in the Euclidean space determined by \(\infty = \hat{f}\), and the construction of the remaining hyperspheres takes place in the (parabolic) sphere complex (see Figure T.1) determined by \(\hat{f} = \infty\), so that they will be hyperplanes, too. In fact, this case of a degenerate Ribaucour pair of orthogonal systems

\(^{14)}\) For \(k = 1\), the statement is true but trivial (see §8.3.3).

\(^{15)}\) Here we need that \(k \geq 2\).
can be used to establish the solution of a similar Cauchy problem for a single discrete $m$-orthogonal net (cf., [35]).

Fig. 8.3. Miguel’s theorem

In the case $m = 3$, the above Cauchy problem for a discrete triply orthogonal system can be proven more directly by Miguel’s theorem (see [104] or [166]): Given the seven vertices of an elementary 3-cell of a discrete curvature line net, its eighth point can be constructed uniquely. Namely, we know that the vertices of any elementary quadrilateral are concircular, and that all eight vertices lie on a 2-sphere. Hence the eighth point must be the intersection point of three circles constructed from the given points — it has to be shown that the three circles indeed intersect in one point.

Stereographically projecting the 2-sphere of the seven given points, with the point belonging to all three known 2-cells as the center of projection, this is reduced to the fact that the three circles in Figure 8.3 intersect, that is, to Miguel’s theorem [12].

8.4.11 Example. As a (rather simple) example we consider 2-dimensional orthogonal systems and assume that the spheres $s_1, s_2 : \mathbb{Z}^2 \to S_1^{n+1}$ only depend on one parameter, $s_1(m, n) = s_1(m)$ and $s_2(m, n) = s_2(n)$. Then the integrability condition (8.16) reads

$$0 = s_1(m, n + 1)s_2(m, n) + s_2(m + 1, n)s_1(m, n)$$
$$= s_1(m)s_2(n) + s_2(n)s_1(m),$$

that is, the maps $s_1$ and $s_2$ give rise, via (8.15), to an adapted frame for a Ribaucour pair of discrete orthogonal nets if and only if all the spheres $s_1(m)$ and $s_2(n)$ intersect orthogonally. If we assume that none of the two
“discrete sphere curves” is constant, then at least one, say \( s_1 \), takes values in a fixed sphere pencil.

8.4.12 Knowing this we can construct certain types of (Ribaucour pairs) of 2-dimensional orthogonal nets in \( S^3 \), that is, “discrete surfaces” in terms of their “curvature lines” (cf., §1.8.5).

(i) The spheres \( s_1(m) \) all belong to an elliptic sphere pencil: Then the spheres \( s_1(m) \) intersect in a circle — considering one point of that circle as the point at infinity, the spheres \( s_1(m) \) become planes that intersect in a line. Since the spheres \( s_2(n) \) intersect all spheres \( s_1(m) \) orthogonally, they intersect this line orthogonally; consequently, their centers (considered in the Euclidean space determined by the above point at infinity) lie on the line. Choosing any (pair of) initial points,\(^{16}\) the discrete curve obtained by reflections in the spheres \( s_2(n) \) lies in a plane containing our distinguished line; if the spheres \( s_1(m) \) intersect at small and equal angles, and the plane of the “meridian curve” bisects one of these angles, then we obtain the discrete analog of a (pair of) surfaces of revolution, parametrized by curvature lines, with our line as the axis of revolution.

(ii) The spheres \( s_1(m) \) all belong to a parabolic sphere pencil: That is, the spheres \( s_1(m) \) all touch in one point that we consider to be the point at infinity of a Euclidean space — the spheres \( s_1(m) \) then appear as parallel planes, so that the spheres \( s_2(n) \) must also be planes, intersecting any plane \( s_1(m) \) orthogonally. Thus a discrete surface constructed from these spheres will be a “discrete cylinder” over a discrete “meridian curve” that lies in a plane parallel to the planes \( s_1(m) \). However, choosing the surface’s initial point to be the point at infinity, the discrete surface completely degenerates, so that we may have a Ribaucour pair consisting of a “true” orthogonal system coupled with the point at infinity, as discussed in §8.3.6.

(iii) The spheres \( s_1(m) \) all belong to a hyperbolic sphere pencil: In this case the \( s_1(m) \) can be considered as concentric spheres in a Euclidean space; the spheres \( s_2(n) \) then become planes that all contain the common center of the \( s_1(m) \). Reflection at any such plane maps the points of any sphere in the pencil of the \( s_1(m) \) onto itself. Thus our “meridian curve” becomes a spherical curve in this case, on a sphere concentric to the spheres \( s_1(m) \): We obtain a (pair of) “discrete cones.”

8.5 Demoulin’s family and Bianchi permutability

In this section — before returning to the smooth setup — we will finally

\(^{16}\) Or an initial value \( z(0,0) \) for the frame \( z : \mathbb{Z}^2 \rightarrow \text{Spin}_1(5) \).
present discrete versions of the Demoulin family of orthogonal systems (cf., [100]) and of Bianchi’s permutability theorem for the Ribaucour transformation (cf., [28]), based on our geometric description in §8.3.16 of the Ribaucour transformation of discrete curvature line nets. Note that Bianchi’s original formulation of the permutability theorem goes way beyond what is usually referred to as the permutability theorem in the modern integrable systems literature. However, this simpler formulation of the permutability theorem (which will also be given below) and its “higher dimensional versions” provide the same relation between discrete curvature line nets and the Ribaucour transformation of smooth orthogonal nets (cf., [35]) as the permutability theorem from §5.6.6 did for the Darboux transformation of smooth isothermic surfaces and the definition of discrete isothermic nets (see §5.7.1).

**8.5.1 Theorem and Definition.** Let \( f : \mathbb{Z}^m \supset U \rightarrow S^n \) be a discrete curvature line net with two Ribaucour transforms \( f_0, f_1 : U \rightarrow S^n \). Then there is a 1-parameter family \((f_t)_{t \in S^1}\) of Ribaucour transforms \( f_t : U \rightarrow S^n \) of \( f \) such that any point \( f_t(x) \) lies on the circle \( c(x) \) that is given by the three points \( f(x), f_0(x), \) and \( f_1(x), x \in U \). This family will be called the Demoulin family of \( f \) associated to \( f_0 \) and \( f_1 \).

**8.5.2 Proof.** We will construct a discrete curvature line net \( f_t \) by choosing an initial point \( f_t(x_0) \) and then “integrating” along the edges of \( f_t \): Observe that the endpoints of any corresponding edges of a pair of discrete curvature lines that satisfy the Ribaucour property, in the sense of §8.3.16, have to be concircular.

![Fig. 8.4. Construction of the Demoulin family](image)

This observation implies a construction, as indicated in Figure 8.4: Since the two circles belonging to corresponding edges of \( f, f_0 \) and \( f, f_1 \) determine a 2-sphere \( s_j(x) \), which also contains the circles \( c(x) \) and \( c(x + \delta_j) \), the point \( f_t(x + \delta_j) \) will then be given as the second (besides the point \( f(x + \delta_j) \))
point\textsuperscript{17}) of intersection of the circle \(c(x + \delta_j)\) and the circle \(\tilde{c}_j^t(x)\) through \(f(x)\), \(f(x + \delta_j)\), and \(f_t(x)\).

8.5.3 Now consider an elementary quadrilateral (elementary 2-cell) of our first net, \((f(x); f(x + \delta_i); f(x + \delta_i + \delta_j); f(x + \delta_j))\): Its vertices are concircular since \(f\) is a discrete curvature line net — thus there is a (generically unique) 2-sphere \(s(x)\) that contains the four vertices of the original net \(f\) as well as the “initial” point \(f_t(x)\). Because \(\tilde{c}_j^t(x)\) contains three points of \(s(x)\), it is contained in \(s(x)\), \(\tilde{c}_j^t(x) \subset s(x)\). On the other hand, it is also contained in the 2-sphere \(s_j(x)\) that contains the two circles \(c(x)\) and \(c(x + \delta_j)\), so that the circle \(\tilde{c}_j^t(x)\) can be described as the intersection circle of these two spheres.

Clearly the same is true for the circles \(\tilde{c}_i^t(x)\), \(\tilde{c}_i^t(x + \delta_j)\), and \(\tilde{c}_j^t(x + \delta_i)\) that correspond to the other edges of the quadrilateral.

![Figure 8.5. Integrability of the Demoulin family](image)

Thus the above construction of the points of \(f_t\) gives rise to a discrete net, that is, the “integration” is path-independent: Given the initial point \(f_t(x)\), we uniquely construct \(f_t(x + \delta_i)\) and \(f_t(x + \delta_j)\), but there are now two possibilities to construct the point \(f_t(x + \delta_i + \delta_j)\) — which give the same result since it is given as the second point (besides \(f(x + \delta_i + \delta_j)\)) of intersection of the sphere \(s(x)\) with the circle \(c(x + \delta_i + \delta_j)\) (see Figure 8.5).

Moreover, \(f(x + \delta_i + \delta_j)\) lies on the circle given by \(f_t(x)\), \(f_t(x + \delta_i)\), and \(f_t(x + \delta_j)\): Interpreting the sphere \(s(x)\) as a Euclidean plane with \(\infty \simeq f(x)\), this assertion is ensured by Miguel’s theorem (see Figure 8.3).

8.5.4 To summarize: Thus far we have learned that a discrete net \(f_t\) can be constructed uniquely such that the endpoints of any corresponding edges of \(f\) and \(f_t\) are concircular and that the vertices of elementary quadrilaterals of \(f_t\) are concircular.

\textsuperscript{17}Note that this “second point of intersection” may well coincide with \(f(x + \delta_j)\): This is the degenerate situation where a point of \(f\) and its Ribaucour transform \(f_t\) coincide.
To complete the proof we just note that the fact that \( f_t \) is a discrete curvature line net (the vertices of an elementary \( k \)-cell lie on a \((k-1)\)-sphere) and that it is a Ribaucour transform of \( f \) (the vertices of corresponding elementary \( k \)-cells lie on a \( k \)-sphere; see §8.3.16) can now be derived in the very same manner as our lemmas in §8.3.11 and §8.3.13 were obtained from their 1-dimensional versions.

\[
\begin{align*}
\tilde{f}(x+\delta_j) & \quad f_1(x) \\
 f(x+\delta_j) & \quad f(x) \\
f_0(x+\delta_j) & \quad \infty
\end{align*}
\]

**Fig. 8.6.** Circle pencil of the Demoulin family

8.5.5 Note that the three circles \( \tilde{c}_j^0(x), \tilde{c}_j^1(x), \) and \( \tilde{c}_j^t(x) \), which contain the endpoints of corresponding edges of \( f \) and \( f_0 \), of \( f \) and \( f_1 \), and of \( f \) and \( f_t \), belong to an elliptic pencil of circles on \( s_j(x) \), whereas the two circles \( c(x) \) and \( c(x+\delta_j) \) span a hyperbolic circle pencil on \( s_j(x) \). Interpreting \( s_j(x) \) as a Euclidean plane with \( \infty \approx f(x) \), the elliptic pencil \( (\tilde{c}_j^t(x))_{t \in S^1} \) becomes the pencil of lines through \( f(x+\delta_j) \in c(x+\delta_j) \subset s_j(x) \), and the circle \( c(x) \) becomes a straight line (see Figure 8.6). Now observe that if the “initial point” \( f_t(x) \) is chosen to be \( f(x) \), \( f_t(x) = f(x) \), then our above construction yields \( f_t(x+\delta_j) \) as the (second) point of intersection of \( c(x+\delta_j) \) and \( \tilde{c}_j^t(x) \), that is, \( f_t(x+\delta_j) = \tilde{f}(x+\delta_j) \) in Figure 8.6.

This shows that the original net \( f \) itself does not, in general, occur as a member of its Demoulin family — unless all circles \( \tilde{c}_j^t(x) \) are tangent to the circles \( c(x) \) and \( c(x+\delta_j) \) at the same time,\(^{18}\) so that the two intersection points \( f(x+\delta_j) \) and \( \tilde{f}(x+\delta_j) \) always coincide.

8.5.6 Also observe that the map \( f_t(x) \mapsto f_t(x+\delta_j) \) preserves the cross-ratio\(^{19}\): This becomes clear by contemplating Figure 8.6. Namely, post-

---

\(^{18}\) In Figure 8.6 this means that the tangent line of the circle \( c(x+\delta_j) \) at \( f(x+\delta_j) \) is parallel to the line \( c(x) \).

\(^{19}\) I am grateful to Ekki Tjaden for suggesting that fact to me.
compose the map \( f_t(x) \mapsto f_t(x + \delta_j) \) by the stereographic projection of the
circle \( c(x + \delta_j) \) from \( f(x + \delta_j) \) onto the line given by its equator 0-sphere,
indicated by the dotted line in Figure 8.6. The resulting composite map is
a central projection of one line, \( c(x) \), onto another line, this equator line.
As such, the composite map preserves the cross-ratio. On the other hand,
the stereographic projection preserves, as a restriction of an inversion of the
plane, that is, as a Möbius transformation, the cross-ratio (cf., §6.5.5).

As a consequence, once a third member \( f_\infty \) of the Demoulin family is
determined, all other discrete curvature line nets \( f_t \) are given algebraically
using the constancy of the cross-ratio function \( t = [f_t; f_0; f_1; f_\infty] \):

\[
f_t = t(1 - t)\langle f_0, f_1 \rangle f_\infty - (1 - t)\langle f_\infty, f_1 \rangle f_0 - t\langle f_0, f_\infty \rangle f_1.
\]

To check that the cross-ratio \( [f_t; f_0; f_1; f_\infty] = t \), we assume, without loss of
generality,\(^{20}\) that the relative scalings of \( f_\infty \), \( f_0 \), and \( f_1 \) are adjusted, so that
\[
\langle f_1, f_0 \rangle = \langle f_\infty, f_0 \rangle = \langle f_1, f_\infty \rangle = -1.
\]

Then, using the scalar product formula for the cross-ratio given in §6.5.4,
it is straightforward to compute

\[
[f_t; f_0; f_1; f_\infty] = \frac{(f_t, f_0)(f_1, f_\infty) - (f_t, f_1)(f_0, f_\infty) + (f_t, f_\infty)(f_1, f_0)}{2(f_t, f_\infty)(f_1, f_0)}
= \frac{t^2 - (1 - t)^2 + 1}{2}
= t.
\]

Hence the original net \( f \) is a member of the Demoulin family if and only if
the cross-ratio \( [f_t; f_0; f_1; f] \) is constant.

8.5.7 We have already noted at various places that the Ribaucour trans-
formation of discrete curvature line nets generalizes the Darboux transfor-
mation of discrete isothermic nets. Accordingly, there is a permutability
theorem that generalizes the respective permutability theorem from §5.7.28
(cf., §5.6.6):

8.5.8 Theorem. Let \( f : \mathbb{Z}^m \supset U \to S^n \) be a discrete curvature line net
with Ribaucour transforms \( f_0 \) and \( f_1 \), as in §8.5.1. Then there is a simul-
taneous Ribaucour transform \( f_{01} \) of \( f_0 \) and of \( f_1 \).

Corresponding points of the four nets are concircular.\(^{21}\)

\(^{20}\) Once the relative scalings of \( f_0 \) and \( f_1 \) are chosen so that \( \langle f_0, f_\infty \rangle = \langle f_1, f_\infty \rangle = -1 \), a
rescaling of \( f_\infty \) can be used to adjust the scalar product \( \langle f_0, f_1 \rangle = -a^2 \).

\(^{21}\) In contrast to the Darboux case (see §5.7.28), the cross-ratio of these four points will
generally not be constant. Hence the proof given there will not carry over.
8.5.9 Proof. The net $f_{01}$ can be constructed in a very similar way as the nets $f_t$ giving the Demoulin family from §8.5.1 — in fact, as before, there will be a 1-parameter family of nets $f_{01}$ that satisfy the permutability property: First choose an initial point $f_{01}(x)$ on the circle $c(x)$ and then “integrate” along the edges by using the fact that $f_{01}(x + \delta_j)$ has to lie on the circles $\tilde{c}_j^i(x)$, $i = 0, 1$, that are constructed from the points $f_i(x)$, $f_i(x + \delta_j)$, and $f_{01}(x)$, as well as on the circle $c(x + \delta_j)$. Since the nets $f_i$ are Ribaucour transforms of $f$, these three circles lie on a 2-sphere, so that the “integrability” of the net $f_{01}$ is a consequence of Miguel’s theorem (see Figure 8.3).

The net $f_{01}$ is, by construction, simultaneously a Ribaucour transform of $f_0$ as well as of $f_1$ as soon as it is identified as a discrete curvature line net. To see this we focus on the corresponding elementary quadrilaterals of one of the maps $f_0$ and $f_1$, say $f_0$, and of $f_{01}$, and apply Miguel’s theorem once more. Since the endpoints of any corresponding edges of $f_0$ and $f_{01}$ are concircular by construction, and $f_0$ is a discrete curvature line net, we learn that the circle through the three points $f_{01}(x)$, $f_{01}(x + \delta_i)$, and $f_{01}(x + \delta_j)$ of an elementary quadrilateral of $f_{01}$ has $f_{01}(x + \delta_i + \delta_j)$ as a common point of intersection with the two circles $\tilde{c}_j^i(x + \delta_j)$ and $\tilde{c}_j^1(x + \delta_i)$ that are used to construct $f_{01}(x + \delta_i + \delta_j)$.

As before, the assertions about the vertices of higher dimensional elementary $k$-cells to lie on $(k - 1)$-spheres and on $k$-spheres (for the vertices of corresponding $k$-cells of two discrete nets) follow from the respective properties of 1-cells.

8.5.10 In our proof we could as well have taken a slightly different point of view: We could have constructed the net $f_{01}$ by requesting it to be a Ribaucour transform of only one of the nets $f_0$ and $f_1$, say of $f_0$, but imposing additionally that the points of $f_{01}$ must lie on the circles $c$ through the corresponding points of $f$, $f_0$, and $f_1$ — the fact that $f_{01}$ is also a Ribaucour transform of $f_1$ would then have been a consequence of Miguel’s theorem. But this is exactly the way we constructed the Demoulin family in §8.5.2: Note that the key fact in our proof of the existence of the Demoulin family was the existence of a 2-sphere for any edge that contains the endpoint circles $c(x)$ and $c(x + \delta_j)$. Consequently, the net $f_{01}$ that satisfies our permutability theorem from §8.5.8 gives rise to a Demoulin family of discrete curvature line nets that all satisfy the permutability theorem. Moreover, according to §8.5.6, any four possible nets $f_{01}$ that are Ribaucour transforms of $f_0$ and $f_1$ at the same time have constant cross-ratio.

Switching viewpoints by considering $f$ and $f_{01}$ as two Ribaucour transforms of $f_0$ (or $f_1$), we recognize that any net $f_t$ of the first Demoulin family given by $f_0$ and $f_1$ is a Ribaucour transform of $f$ and $f_{01}$, that is, it is a Ribaucour transform of any net $f_{01}$ of the second Demoulin family.
Thus we obtain the following

**8.5.11 Corollary.** Let \( f : \mathbb{Z}^m \supset U \rightarrow S^n \) be a discrete curvature line net with Ribaucour transforms \( f_0 \) and \( f_1 \), and let \((f_t)_{t \in S^1}\) denote the Demoulin family of \( f \) associated to \( f_0 \) and \( f_1 \). Then there is a second Demoulin family \((\hat{f}_s)_{s \in S^1}\) that contains the original net\(^{22}\) \( f \), so that any net \( f_t \) of the first family is a Ribaucour transformation of any net \( \hat{f}_s \) of the second family.

The circles \( c(x) = \bigcup_{t \in S^1} f_t(x) \) and \( \hat{c}(x) = \bigcup_{s \in S^1} \hat{f}_s(x) \) of the two Demoulin families coincide, \( c(x) = \hat{c}(x) \).

**8.5.12** This last permutability theorem is the exact discrete analog of Bianchi’s original permutability theorem for the Ribaucour transformation of smooth orthogonal nets (see [28] or [27]; cf., [106]).

One ansatz to prove the smooth versions of the theorems on the existence of the Demoulin family and of this permutability theorem may be to discuss a smooth limit.\(^{23}\)

Another ansatz would be to use the technology discussed in §7.5.5: As in the discrete proofs, the constructions will rely on “1-dimensional versions” of the existence of the Demoulin family and of the permutability theorem, respectively, so that one will only have to deal analytically with circles (as given by (7.19)), that is, with elements in \( \Lambda^0 \mathbb{R}^{n+2}_1 \oplus \cdots \oplus \Lambda^3 \mathbb{R}^{n+2}_1 \). However, as of this writing, the author did not succeed in completing a proof using this ansatz — it may therefore be left to the interested reader as a challenge.

The “correct” proof, however, of the smooth versions of these two theorems should be a proof that acknowledges the invariance of the Ribaucour transformation under Lie sphere transformations. A very simple and straightforward proof in the Lie sphere geometry setup will be given in [51].

### 8.6 Isothermic surfaces revisited

As has been mentioned at various places, isothermic surfaces \( f : M^2 \rightarrow S^n \) in the conformal \( n \)-sphere, as defined in §5.1.1, are special 2-orthogonal systems in the sense of §8.2.4 — just as (discrete) isothermic nets in the

\(^{22}\) Clearly, \( f \) is a Ribaucour transform of \( f_0 \) and \( f_1 \) at the same time.

\(^{23}\) The reader may want to investigate the problems that occur when following this ansatz: For example, the notion of “limit” involves measuring distances, but, in Möbius geometry, we only have an angle measurement at hand.

However, very recently the author was informed by A. Bobenko and D. Matthes that they had proof of an approximation result for orthogonal systems in Euclidean space, by using Clifford algebra technology, as discussed in the present chapter, and in particular the solution of the above Cauchy problem (see §8.4.9). Compare [36].
conformal $n$-sphere, as naturally generalized\textsuperscript{24}) from §5.7.2, are special 2-
dimensional discrete curvature line nets\textsuperscript{25}) in the sense of §8.3.16. To con-
clude our presentation of applications of the Clifford algebra formalism we
will investigate (smooth) isothermic surfaces of higher codimension: In this
context, the Vahlen matrix approach will prove useful — in fact, many de-
velopments from the quaternionic treatment of isothermic surfaces in $\mathbb{HP}^1$
in Chapter 5 can be “translated” to the Vahlen matrix setup developed in
Chapter 7 (compare [47]). Thus, in what follows, we will loosely follow our
investigations from Chapter 5, starting with

8.6.1 The Christoffel Transformation. Remember that the Christof-
fel transformation is a Euclidean notion. Consequently, we consider an
isothermic surface $f : M^2 \to \mathbb{R}^n$ in Euclidean $n$-space, and let $(x, y)$ denote
conformal curvature line parameters. The very same computations that led
to §5.2.1 now provide us with an $n$-dimensional version of the Christoffel
transformation: Since $(x, y)$ are conformal coordinates

\[ f_x f_y^{-1} + f_y f_x^{-1} = \frac{f_{xy}}{f_x f_y} = \frac{af_x}{f_x f_y} + \frac{bf_y}{f_x f_y} = \frac{f_x f_y}{f_x f_y} = 1, \]

showing that the form $\psi^* := f_x^{-1} dx - f_y^{-1} dy$ is (at least locally) integrable.
Moreover,

\[ (f_x^{-1}) y = -af_x^{-1} - bf_x^{-1} f_y f_x^{-1} = af_y^{-1} f_x f_y^{-1} + bf_y^{-1} = -(f_y^{-1}) x, \]

so that $(x, y)$ are curvature line coordinates for the corresponding (locally
defined) surface $f^*$, $df^* = \psi^*$. Since $(x, y)$ are clearly conformal coordinates
for $f^*$, we obtain a new isothermic surface.

8.6.2 Theorem and Definition. Let $f : M^2 \to \mathbb{R}^n$ be isothermic with
curvature line parameters $(x, y) : M^2 \supset U \to \mathbb{R}^2$; then there is a locally
defined isothermic surface $f^*$ with

\[ df^* = f_x^{-1} dx - f_y^{-1} dy. \] (8.17)

We call this surface $f^*$ a Christoffel transform of $f$.

8.6.3 Clearly we have the same scaling ambiguity for $f^*$ in the present setup
as in the quaternionic setup, since (8.17) depends on a choice of conformal

\textsuperscript{24}) Note that the cross-ratio condition for discrete isothermic nets does not see the dimension
of the ambient space: It does refers to four points of the discrete net — which always lie on
some 2-sphere.

\textsuperscript{25}) At this point the reader may want to reconsider the examples discussed in §8.4.11f: The
discrete analogs of surfaces of revolution, cylinders, and cones are discrete isothermic because
they are invariant under a “discrete 1-parameter group” of Möbius transformations.
curvature line coordinates — which are unique up to constant rescaling, which yields a positive rescaling of \( f^* \), and interchanging the roles of \( x \) and \( y \), which yields a change of sign for \( df^* \).

Also, the Christoffel transformation is involutive, \( f^{**} \simeq f \), up to translation once a scaling is fixed (cf., §5.2.4).

**8.6.4** However, in contrast to the quaternionic setup, (8.17) provides a somewhat “better” generalization to higher codimension of the classical notion of the Christoffel transformation than the quaternionic version of Christoffel’s formula. Remember that, in §3.3.22, the Christoffel transformation was introduced as a solution to Christoffel’s problem from §3.3.11, that is, as a nonsimilar surface that induces the same conformal class on the domain and has parallel tangent planes at corresponding points (cf., [70]). A surface \( f^* \) defined by (8.17) clearly qualifies as a Christoffel transform in this sense — in contrast to a Christoffel transform as defined by (5.3) in the quaternionic setup, where \( f^* \) has parallel tangent planes only after quaternionic conjugation (see §5.2.2).

**8.6.5** As in the quaternionic case, the Christoffel transform \( f^* \) of an isothermic surface \( f \) satisfies \( df^* \wedge df = 0 \); taking the Clifford conjugate, we obtain

\[
(df^* \wedge df)(v, w) = df^*(v)df(w) - df^*(w)df(v) = -(df \wedge df^*)(v, w),
\]

so that, as for surfaces in Euclidean 3-space \( \mathbb{R}^3 \cong \text{Im} \mathbb{H} \) in the quaternionic setup, this (one) equation is symmetric in \( f \) and \( f^* \).

Moreover, we can directly carry over the proof given in §5.2.7 in order to prove the converse: The equation \( df \wedge df^* = 0 \) characterizes Christoffel pairs of isothermic surfaces. Thus we obtain an \( n \)-dimensional version of our characterization for (Christoffel pairs of) isothermic surfaces in §5.2.6 (cf., [215]):

**8.6.6 Lemma.** Two immersions \( f, f^* : M^2 \to \mathbb{R}^n \) satisfy

\[
df \wedge df^* = 0
\]

if and only if both \( f \) as well as \( f^* \) are isothermic and one is a Christoffel transform of the other, that is, they form a Christoffel pair.

**8.6.7** However, one can do better [47]: The equation \( df \wedge df^* = 0 \) implies that the domain is 2-dimensional, by an algebraic argument.\(^{26}\)

Namely, consider two immersions \( f, f^* : M^m \to \mathbb{R}^n \) of an \( m \)-dimensional manifold \( M^m \) into \( \mathbb{R}^n \), let \( p \in M \), and denote by \((e_1, \ldots, e_m)\) an orthonormal basis of \( T_p M \) with respect to the metric induced by \( f \). Then (8.18) reads

\[
df(e_i) \cdot df^*(e_j) = df(e_j) \cdot df^*(e_i),
\]

\(^{26}\) See [190] for a notion of a (higher dimensional) isothermic hypersurface and its implications.
which implies that $(df^*)^\perp(e_i) = 0$ for all $i = 1, \ldots, m$, that is, the normal (with respect to $f$) part of $df^*$ vanishes so that $f$ and $f^*$ have parallel tangent planes at $p$, and that, with suitable coefficients $a_{kl} \in \mathbb{R}$,

\[
\begin{align*}
    df^*(e_j) &= a_{ij} df(e_i) + a_{jj} df(e_j) \\
    df^*(e_i) &= a_{ii} df(e_i) + a_{ji} df(e_j)
\end{align*}
\]

where \(
\begin{align*}
    \left\{ \begin{array}{l}
        a_{ij} - a_{ji} = 0 \\
        a_{ii} + a_{jj} = 0
    \end{array} \right. 
\end{align*}
\)

Hence, if there are three distinct indices $i, j, k$, then, for example,

\[
a_{ij} df(e_i) + a_{jj} df(e_j) = df^*(e_j) = a_{k,j} df(e_k) + a_{jj} df(e_j),
\]

so that the coefficients with mixed indices must vanish, and

\[
0 = (a_{ii} + a_{jj}) + (a_{jj} + a_{kk}) - (a_{kk} + a_{ii}) = 2a_{jj},
\]

which yields that all coefficients vanish, contradicting the assumption that $f^*$ is an immersion. Consequently, we must have $m = 2$ and

\[
\begin{align*}
    df^*(e_1) &= a_{11} df(e_1) + a_{21} df(e_2) \\
    df^*(e_2) &= a_{21} df(e_1) - a_{11} df(e_2)
\end{align*}
\]

with suitable functions $a_{11}$ and $a_{21}$.

Introducing conformal coordinates $(x, y)$ for $f$, so that $f_x f_y + f_y f_x = 0$ and $f_x^2 = f_y^2$, and noticing that $f_x^{-1} = f_x^{-2} f_x$ and $f_y^{-1} = f_y^{-2} f_y$, we are then back to our setup in §5.2.7 to complete the proof of the more general statement in [47].

8.6.8 Also, we can recover the holomorphic quadratic differential discussed in §5.2.12 (cf., [47]): Using again conformal curvature line parameters $(x, y)$ for an isothermic surface, such that (the differential of) its Christoffel transform is given by (8.17), the product that gave the quadratic differential in §5.2.12 now reads

\[
q := df \cdot df^* = (dx^2 - dy^2) + 2t \, dx \, dy,
\]

where $t := f_x f_y^{-1} = \frac{1}{|f_x|^2} f_x \wedge f_y$ is, at each point $p \in M$, a bivector that encodes the common tangent space\footnote{The $df(e_i) \cdot df(e_j)$, $i < j$, form a basis of $\Lambda^2 df(T_p M)$, and any two bivectors $df(e_i) \cdot n_1$ and $df(e_j) \cdot n_2$, where $n_1, n_2 \perp df(T_p M)$, are linearly independent.} of $f$ and $f^*$ at $p$. Since, additionally, $t^2 = -\frac{1}{|f_x|^2} f_x^2 f_y^2 = -1$.

27) Here the tangent space of $f$ (resp. $f^*$) is meant, that is, $t(p)$ encodes the 2-dimensional linear subspace $d_p f(T_p M)$ of $\mathbb{R}^n$.\footnote{The tangent space of $f$ (resp. $f^*$) is meant, that is, $t(p)$ encodes the 2-dimensional linear subspace $d_p f(T_p M)$ of $\mathbb{R}^n$.}
we may, as before, interpret the bundle $\bigcup_{p \in M} \text{span}\{1, t(p)\}$ as a complex line bundle over $f(M)$ — note that the unit bivector $t$ is indeed independent of the chosen coordinates, so that this bundle can be defined invariantly and hence becomes a trivial line bundle if $f(M)$ is an orientable surface. In particular, any conformal coordinates $(x, y)$ for $f$ can be used to compute $q$. Since, from (8.19), the lines $\text{Im} \ q = 0$ provide the curvature lines of $f$, this fact can be used to determine conformal curvature line parameters from any choice of conformal coordinates (cf., §5.2.7).

In fact, from (8.19) it becomes clear that any “Hopf differential”

$$Q_n = \langle f_{zz}, n \rangle \, dz^2 = \langle f_{xx} - f_{yy}, n \rangle \, dz^2 \simeq \langle f_{xx} - f_{yy}, n \rangle \, q,$$

where $n$ is any unit normal field of $f$ (cf., §5.1.8), is a real multiple of our holomorphic quadratic differential $q \simeq dz^2$.

Finally, interchanging the roles of $f$ and $f^*$ in (8.19) yields the Clifford conjugate $\tilde{q}$ of $q$: This reflects the fact that $f^*$ is equipped with the opposite orientation (cf., §5.2.14). Namely, if we compute

$$t^* = f^*_x (f^*_y)^{-1} = -f^{-1}_x f_y = -t$$

to identify $\mathbb{C} \cong \text{span}\{1, t^*\}$, then we find that the holomorphic quadratic differential does not change under the Christoffel transformation, $q^* \simeq q$.

More details on the holomorphic quadratic differential associated to an isothermic surface in $\mathbb{R}^n$ may be found in Fran Burstall’s paper [47].

8.6.9 The Goursat Transformation. Clearly we can define the Goursat transformation, as in §5.3.3, for isothermic surfaces once we have a notion of Christoffel transformation$^{29}$: Since the Christoffel transformation for isothermic surfaces depends on the Euclidean structure of the ambient space, we obtain a generically nontrivial transformation by intertwining the Christoffel transformation with Möbius transformations, $\tilde{f} = (\mu \circ f^*)^*$. Once we know how to write Möbius transformations of $\mathbb{R}^n \cup \{\infty\}$ as fractional linear transformations by using Vahlen matrices (see §7.3.2), we may derive a similar formula for the differential $d\tilde{f}$ of a Goursat transform $\tilde{f}$ of an isothermic surface as in §5.3.10. First note that a Goursat transform $\tilde{f}$ of $f$ given by a similarity $p \mapsto \mu(p) = (a_{11} p + a_{12}) a_{22}^{-1}$ is similar to the original surface,

$$d\tilde{f} = (a_{11} f^{-1}_x a_{22}^{-1})^{-1} dx - (a_{11} (f^{-1}_y a_{22}^{-1})^{-1} dy = d(a_{22} f a_{11}^{-1}),$$

$^{29}$ Remember from Section 5.3 that the Goursat transformation for isothermic surfaces generalizes the classical Goursat transformation for minimal surfaces (see [129], [167], and [213]).
and that the Goursat transforms act on a given isothermic surface like a group since the Christoffel transformation is involutive, $f^{**} \simeq f$. Consequently, we may restrict our attention to “essential” M"obius transformations

$$p \mapsto \mu(p) = -(p - m)^{-1},$$

where $m \in \mathbb{R}^n$ is the center of the inversion $\mu$. Then we may take the same approach as in the quaternionic setup to obtain a formula for the differential of a Goursat transform of $f$: First express the differential of its Christoffel transform and then apply §8.6.6:

$$d\tilde{f}^* = -d(f^* - m)^{-1} = (f^* - m)^{-1}df^*(f^* - m)^{-1},$$

so that

$$d\tilde{f} = (f^* - m)df(f^* - m).$$

Again (cf., §5.3.10f), we have chosen the scaling of $\tilde{f}$ so that the holomorphic quadratic differential

$$\tilde{q} = d\tilde{f} \cdot d\tilde{f}^* = (f^* - m)df \cdot df^*(f^* - m)^{-1} \simeq q$$

since

$$\tilde{t} = \frac{1}{|f_2|^2} \tilde{f_x}\tilde{f_y} = \frac{1}{(f^* - m)^4|f_2|^2} (f^* - m) f_x (f^* - m)^2 f_y (f^* - m)$$

$$= (f^* - m) \frac{1}{|f_2|^2} f_x f_y (f^* - m)^{-1}$$

$$= (f^* - m) t (f^* - m)^{-1}.$$ 

Summarizing, we have the following

8.6.10 Lemma. Let $\tilde{f} = (\mu \circ f^*)^*$ denote a Goursat transform of an isothermic surface $f : M^2 \to \mathbb{R}^n$.

If $\mu : \mathbb{R}^n \to \mathbb{R}^n$ is a similarity, then $\tilde{f} \simeq f$ is similar to the original surface.

If, on the other hand, $\mu : \mathbb{R}^n \cup \{\infty\} \to \mathbb{R}^n \cup \{\infty\}$ is an inversion at a unit sphere with center $m \in \mathbb{R}^n$, $p \mapsto \mu(p) = -(p - m)^{-1}$, then

$$d\tilde{f} = (f^* - m)df(f^* - m),$$

where the scaling of $\tilde{f}$ is chosen so that the holomorphic quadratic differentials $q$ of $f$ and $\tilde{q}$ of $\tilde{f}$ coincide, $\tilde{q} = d\tilde{f} \cdot d\tilde{f}^* \simeq df \cdot df^* = q$.

8.6.11 The Retraction Form. As in the quaternionic setup, we can now use this lemma to “collect” the possible Christoffel transforms of an isothermic surface $f : M^2 \to S^n$ in the conformal $n$-sphere into one map $\mathfrak{F}^*$ that
takes values in the $2 \times 2$ Clifford algebra matrices, by switching viewpoints: As in §5.3.17, we define a “retraction form”

$$\tau := \begin{pmatrix} f \, df^* & -f \, df^* \\ df^* & -df^* \end{pmatrix}$$  \hspace{1cm} (8.20)

of $f : M^2 \to \mathbb{R}^n \subset \mathbb{R}^n \cup \{\infty\}$ that is (componentwise) integrable, $d\tau = 0$, by §8.6.6 — and then we let $\mathfrak{F}^*$ be its potential, $d\mathfrak{F}^* = \tau$.

To see that any Christoffel transform $f^*$ of $f$, thought of as an isothermic surface in the conformal $n$-sphere, is obtained as an off-diagonal entry of $\mathfrak{F}^*$, we study the effect of using a Möbius transform $\mu \circ f$ of $f$ to define $\tau$.

First consider a similarity $f \to (a_{11}f + a_{12})a_{22}^{-1}$. Then $df^* \to a_{22}df^*a_{11}^{-1}$ so that an easy calculation yields

$$\begin{pmatrix} f \, df^* & -f \, df^* \\ df^* & -df^* \end{pmatrix} \to \begin{pmatrix} a_{11} & a_{12} \\ 0 & a_{22} \end{pmatrix} \begin{pmatrix} f \, df^* & -f \, df^* \\ df^* & -df^* \end{pmatrix} \begin{pmatrix} a_{11} & a_{12} \\ 0 & a_{22} \end{pmatrix}^{-1},$$

that is, up to a constant of integration $30) \mathfrak{F}^* \to A\mathfrak{F}^*A^{-1}$, where $A$ denotes the Vahlen matrix associated with $\mu$. Note that the lower left off-diagonal entry of $A\mathfrak{F}^*A^{-1}$ indeed gives the Goursat transform $a_{22}f^*a_{11}^{-1}$ of $f^*$.

On the other hand, using §8.6.10, we compute the effect of taking an essential Möbius transform $f \to -(f - m)^{-1}$ of $f$:

$$\begin{pmatrix} f \, df^* & -f \, df^* \\ df^* & -df^* \end{pmatrix} \to \begin{pmatrix} 0 & -1 \\ 1 & -m \end{pmatrix} \begin{pmatrix} f \, df^* & -f \, df^* \\ df^* & -df^* \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & -m \end{pmatrix}^{-1}.$$

That is, we obtain the same answer $\mathfrak{F}^* \to A\mathfrak{F}^*A^{-1}$, also in the case of an essential Möbius transformation, and the lower left off-diagonal entry of $A\mathfrak{F}^*A^{-1}$ again yields the Christoffel transform of $-(f - m)^{-1}$. Thus, since any Möbius transformation can be decomposed into an inversion and a similarity (see (7.10)), we conclude (cf., §5.3.17 and §5.3.19) that:

8.6.12 Lemma and Definition. Let $f : M^2 \to \mathbb{R}^n \subset \mathbb{R}^n \cup \{\infty\}$ be an isothermic surface with Christoffel transform $f^*$. Then the form

$$\tau := \begin{pmatrix} f \, df^* & -f \, df^* \\ df^* & -df^* \end{pmatrix}$$

is called a retraction form $31) of f$. $\tau$ is integrable, $d\tau = 0$, and a potential $\mathfrak{F}^*$ of $\tau$, $d\mathfrak{F}^* = \tau$, will be called a master Christoffel transform of $f$.

30) Geometrically, this constant of integration is a translation of the Christoffel transformation.

31) Note that a rescaling of the Christoffel transform $f^*$ results in a rescaling of $\tau$. 
If $\mu \circ f$ is a Möbius transform of $f$, then its retraction form is given by $A\tau A^{-1}$, where $A$ is the Vahlen matrix associated to $\mu$. The Christoffel transform $(\mu \circ f)^*$ of $\mu \circ f$ is the lower left off-diagonal entry of $A\delta^* A^{-1}$.

8.6.13 The Calapso Transformation. In fact, a retraction form $\tau$ of an isothermic surface $f$ takes values in $\Lambda^2(\mathbb{R}_1^{n+2}) \cong \text{spin}(\mathbb{R}_1^{n+2})$ (see (7.2)). Since
\[ d\tau = 0 \quad \text{and} \quad \tau \cdot \tau = 0, \]
any multiple $\tau_\lambda := \lambda \tau$, $\lambda \in \mathbb{R}$, of the retraction form $\tau$ can also be integrated into the spin-group, that is, there are (locally) maps
\[ T_\lambda : M^2 \rightarrow \text{Spin}(\mathbb{R}_1^{n+2}) \quad \text{with} \quad dT_\lambda = T_\lambda \cdot \tau_\lambda. \]
Obviously the $T_\lambda$'s are only well defined up to postcomposition with a (constant) Möbius transformation, that is, up to a choice of initial condition.

Replacing $f \rightarrow \mu \circ f$ by a Möbius transform of $f$ results in $T_\lambda \rightarrow T_\lambda A^{-1}$, where $A$ denotes the Vahlen matrix associated to $\mu$, since $\tau \rightarrow A\tau A^{-1}$. This shows that the maps $f_\lambda := T_\lambda \cdot f$ are invariant under Möbius transformations of $f$, that is, the transformation $f \mapsto f_\lambda$ is a well defined transformation for Möbius equivalence classes of surfaces (cf., §5.5.6).

8.6.14 Lemma and Definition. The retraction forms $\tau_\lambda$ of an isothermic surface $f : M^2 \rightarrow \mathbb{R}^n \subset \mathbb{R}^n \cup \{\infty\}$ can be integrated into the spin-group to obtain maps $T_\lambda : M^2 \rightarrow \text{Spin}(\mathbb{R}_1^{n+2})$; these maps $T_\lambda$ are called the Calapso transformations, or $T_\lambda$-transformations, for $f$.

The surfaces $f_\lambda := T_\lambda \cdot f$ are called the $T_\lambda$-transforms of $f$; the $f_\lambda$'s are well defined up to Möbius transformation, and they only depend on the Möbius equivalence class of $f$.

8.6.15 Next we also want to understand that the Calapso transforms $f_\lambda$ of $f$ are isothermic. Remember that, in §5.5.8, we proved that fact by providing a retraction form $\tau^\lambda = \tau^1_1$ for $f_\lambda$ — however, we did not derive a Clifford algebra analog\(^\text{32})\) for our lemma in §5.3.19, that is, we are lacking the “invariant description” of a retraction form as well as a statement that guarantees that a surface having such an (invariantly defined) closed retraction form is isothermic. Hence we will pursue a different strategy and derive a formula for (the differential of) a Christoffel transform $f^*_\lambda$ of $f_\lambda$: Then §8.6.6 will ensure that $f_\lambda$ is isothermic.

Thus let $T_\lambda = \begin{pmatrix} \tau_{11} & \tau_{12} \\ \tau_{21} & \tau_{22} \end{pmatrix} : M^2 \rightarrow \text{Spin}(\mathbb{R}_1^{n+2})$ denote a Calapso transformation for our isothermic surface $f : M^2 \rightarrow \mathbb{R}^n \subset \mathbb{R}^n \cup \{\infty\}$ and consider

\(^{32}) This shall be an interesting exercise: Formulate and prove a Clifford analog of §5.3.19.
the system \(dT_\lambda = T_\lambda \cdot \tau_\lambda\) of differential equations that defines \(T_\lambda\):

\[
\begin{pmatrix}
\frac{d\tau_{11}}{d\tau_1} & \frac{d\tau_{12}}{d\tau_1} \\
\frac{d\tau_{21}}{d\tau_2} & \frac{d\tau_{22}}{d\tau_2}
\end{pmatrix} = \lambda \cdot \begin{pmatrix}
(\tau_{11}f + \tau_{12})df^* & -(\tau_{11}f + \tau_{12})df^*f \\
(\tau_{21}f + \tau_{22})df^* & -(\tau_{21}f + \tau_{22})df^*f
\end{pmatrix}. \tag{8.21}
\]

As a consequence, \(d(\tau_{i1}f + \tau_{i2}) = \tau_{i1}df\), so that the differential

\[df_\lambda = \{\tau_{11} - (\tau_{11}f + \tau_{12})(\tau_{21}f + \tau_{22})^{-1}\tau_{21}\} df (\tau_{21}f + \tau_{22})^{-1}\]

of \(f_\lambda = T_\lambda \cdot f = (\tau_{11}f + \tau_{12})(\tau_{21}f + \tau_{22})^{-1}\) does not contain any derivatives of the components \(\tau_{ij}\) of \(T_\lambda\). Then algebraic considerations — which we leave to the reader as an exercise\(^{33}\) — allow us to simplify the first factor to obtain

\[df_\lambda = \Delta \cdot (f\hat{\tau}_{21} + \hat{\tau}_{22})^{-1} df (\tau_{21}f + \tau_{22})^{-1} = \pm(-f\hat{\tau}_{21} + \hat{\tau}_{22})^{-1} df (\tau_{21}f + \tau_{22})^{-1}, \tag{8.22}\]

where \((\cdot)\) is the Clifford conjugation and \(\hat{\cdot}\) the Clifford transpose (cf., §7.2.7), since \(\Delta = \Delta(T_\lambda) = \pm 1\) and \(\hat{\tau}_{21} = -\tau_{21}\) and \(\hat{\tau}_{22} = \tau_{22}\) when \(T_\lambda\) takes values in the spin-group \(Spin(\mathbb{R}_{n+2})\) (see §7.2.16).

From (8.22) we now see what the differential of the Christoffel transform \(f^*_\lambda\) of \(f_\lambda\) must look like:

\[df^*_\lambda = \pm(\tau_{21}f + \tau_{22}) df^* (\tau_{21}f + \tau_{22}). \tag{8.23}\]

Clearly, \(df_\lambda \wedge df^*_\lambda = 0\); it remains to show that \(df^*_\lambda\) is indeed the differential of a map \(f^*_\lambda\), that is, \(d^2f^*_\lambda = 0\). But with \(d(\tau_{21}f + \tau_{22}) = \tau_{21}df\) as obtained above from (8.21), we have

\[
d[(\tau_{21}f + \tau_{22}) df^*(\tau_{21}f + \tau_{22})]
= \tau_{21}df \wedge df^*(\tau_{21}f + \tau_{22}) - (\tau_{21}f + \tau_{22}) df^* \wedge df\hat{\tau}_{21} = 0.
\]

Note that we have chosen the scaling of \(f^*_\lambda\) so that the holomorphic quadratic differential from (8.19) does not change:

\[q_\lambda = df_\lambda \cdot df^*_\lambda = (\tau_{21}f + \tau_{22})^{-1} q (\tau_{21}f + \tau_{22}) \simeq q.\]

Namely,\(^{34}\) \(\tau_{21}f + \tau_{22} = |\tau_{21}f + \tau_{22}|^2(\tau_{21}f + \tau_{22})^{-1}\), so that the bivector that encodes the tangent space of \(f_\lambda\) is

\[t_\lambda = \frac{1}{|f_\lambda|^2}(f_\lambda)_x \cdot (f_\lambda)_y = (\tau_{21}f + \tau_{22})^{-1} t (\tau_{21}f + \tau_{22})\]

\(^{33}\) Consider two cases, \(\tau_{21} = 0\) and \(\tau_{21} \neq 0\), and remember from §7.2.9ff that \(\tau_{21}^{-1}\tau_{22} \in \mathbb{R}^n\).

\(^{34}\) Here we again use the fact that \(\tau_{21}\tau_{22} \in \mathbb{R}^n\) (see §7.2.9).
by (8.22). In particular, (8.22) also shows that $f_\lambda$ induces the same conformal structure on $M^2$ as $f$, so that any conformal coordinates $(x, y)$ for $f$ remain conformal for $f_\lambda$.

Hence the Calapso transformation preserves (conformal) curvature line parameters since the curvature lines of $f_\lambda$ are given by $\text{Im} \, q_\lambda = 0$ (see §8.6.8).

8.6.16 From (8.23) we can now also determine the retraction form $\tau^\lambda$ of $f_\lambda$, as given in §8.6.12:

$$
\tau^\lambda = \left( \begin{array}{c}
\frac{\partial f_\lambda}{\partial \bar{z}} - f_\lambda \frac{\partial f}{\partial \bar{z}} \\
\frac{\partial f}{\partial \bar{z}} - f_\lambda \frac{\partial f}{\partial \bar{z}}
\end{array} \right) = \left( \begin{array}{cc}
\frac{\partial f_\lambda}{\partial \bar{z}} & f_\lambda \frac{\partial f}{\partial \bar{z}} \\
\frac{\partial f}{\partial \bar{z}} & f_\lambda \frac{\partial f}{\partial \bar{z}}
\end{array} \right)
$$

$$
= \pm \left( \begin{array}{cc}
(\tau_{11} f + \tau_{12}) \frac{\partial f}{\partial \bar{z}} & (\tau_{11} f + \tau_{12}) \frac{\partial f}{\partial \bar{z}} \\
(\tau_{21} f + \tau_{22}) \frac{\partial f}{\partial \bar{z}} & (\tau_{21} f + \tau_{22}) \frac{\partial f}{\partial \bar{z}}
\end{array} \right) = T_\lambda \tau T_\lambda^{-1}.
$$

Thus we have recovered the formula from §5.5.8, and we can now formulate the Clifford algebra version of this lemma:

8.6.17 Lemma. The Calapso transforms $f_\lambda = T_\lambda \cdot f$ of an isothermic surface $f$ are isothermic with retraction forms $\tau^\lambda = T_\lambda \tau T_\lambda^{-1}$.

8.6.18 With this lemma we are now prepared to prove that the Calapso transformations of an isothermic surface $f$ form a 1-parameter group in the sense of §5.5.9 — in fact, the proof given there carries over to the Clifford algebra setup without changes because it only used the definition of $T_\lambda$ formally and the form of $\tau^\lambda$ that we just derived.

Also, the proof of the fact that the Calapso transformation is a second-order deformation of an isothermic surface (see §5.5.11; cf., [62] or [203]) can directly be carried over to the Clifford algebra context — in fact, it may be even clearer in the present setup because we have the projections into Euclidean space already built into the theory in a more obvious way. Thus we leave it to the reader as an exercise to verify\footnote{First-order contact is already shown by (8.22); for taking a further derivative one wants to again use the fact that $d\tau_{11} f + d\tau_{12} = 0$. Assuming $T_\lambda(p_0) = \left( \begin{array}{cc}
1 & 0 \\
0 & 1
\end{array} \right)$, without loss of generality, greatly simplifies the computation.} that $T_\lambda f$ and $T_\lambda(p_0)f$ have second-order contact at some point $T_\lambda f(p_0)$: If $\delta$ denotes any linear differential operator of order at most 2, then

$$
\delta(T_\lambda f_\lambda)(p_0) = \delta(T_\lambda(p_0)f)(p_0).
$$

This fact, that the Calapso transformation is a second-order deformation, directly implies that any second order contact conditions are preserved: If
some 2-sphere $S \in \Lambda^{n-2} \mathbb{R}^{n+2}_1$ has second-order contact with an isothermic surface in some direction(s) in $T_p M$, then its image\(^{36)}\)

$$S_\lambda = T_\lambda(p) S T_\lambda^{-1}(p)$$

under a Calapso transformation $T_\lambda$ for $f$ will have second-order contact with $f_\lambda$ in the corresponding direction(s).

**8.6.19** In particular, the central sphere congruence $Z$ of an isothermic surface deforms with the surface — remember that, in the codimension 1 situation, we proved this fact in §5.5.18 by using the characterization of the central sphere congruence as the conformal Gauss map (see §3.4.8). Here, using our characterization from §7.5.8 of the central sphere congruence as the mean curvature sphere congruence of $f$, we may directly argue with the fact that the Calapso transformation is a second-order deformation of an isothermic surface. That is, the mean curvature vectors of $T_\lambda f$ and $T_\lambda(p_0)f$ at $T_\lambda f(p_0)$ coincide — and therefore the mean curvature spheres of $T_\lambda f$ and $T_\lambda(p_0)f$ at $T_\lambda f(p_0)$ coincide.

In order to verify this fact by more computational arguments we consider the Euclidean lift $\begin{pmatrix} f & -f^2 \\ 1 & -f \end{pmatrix}$ of $f$ and let $(x, y)$ denote conformal coordinates. Then

$$\frac{\partial}{\partial x} (T_\lambda F T_\lambda^{-1}) = T_\lambda (F_x + [\tau_\lambda(\frac{\partial}{\partial x}), F]) T_\lambda^{-1} = T_\lambda F_x T_\lambda^{-1} \quad (8.24)$$

since $\tau_\lambda \cdot F = F \cdot \tau_\lambda = 0$, and likewise for $\frac{\partial}{\partial y}$. Consequently, the contact elements of $T_\lambda f$ become, as desired,

$$(T_\lambda F T_\lambda^{-1})(T_\lambda F T_\lambda^{-1})x(T_\lambda F T_\lambda^{-1})y = T_\lambda (FF_x F_y) T_\lambda^{-1}. \quad (8.25)$$

Taking one more derivative, and using (8.24), we obtain

$$\frac{\partial^2}{\partial x^2} (T_\lambda F T_\lambda^{-1}) = T_\lambda (F_{xx} + [\tau_\lambda(\frac{\partial}{\partial x}), F_x]) T_\lambda^{-1} = T_\lambda (F_{xx} - 2\lambda(f_x^* \cdot F)) T_\lambda^{-1},$$

where the last equality follows from the form of the retraction form $\tau_\lambda$ given in §8.6.12, and similarly for $\frac{\partial^2}{\partial y^2}$. When we now employ the formula for the central sphere congruence of a 2-dimensional surface given in §7.5.8 we find that any mean curvature sphere of $T_\lambda f$ at $T_\lambda f(p)$ is the image of

\(^{36)}\) Remember that $T_\lambda(p) \in Spin(\mathbb{R}^{n+2})$ and that the action of $Spin(\mathbb{R}^{n+2})$ on $\mathbb{R}^{n+2}$ is given in exactly the presented way (see §6.3.8). Thus, writing $S$ as the product of orthogonal hyperspheres, it becomes clear that the image of any sphere $S$ is given by $T_\lambda(p)S T_\lambda^{-1}(p)$. Another way to verify this fact is by employing §7.3.12.
the corresponding mean curvature sphere $\mathcal{Z}(p)$ at $f(p)$ under the Möbius transformation $T_\lambda(p)$: As in §5.5.18, we have

$$
\mathcal{Z}_\lambda(p) = (T_\lambda \mathcal{Z} T_\lambda^{-1})(p).
$$

In order to obtain the full generalization of our lemma in §5.5.18, it remains to show that all $\mathcal{Z}_\lambda$ induce the same metric on $M^2$ — remember that, in §6.7.7, we discussed a way to determine the induced metric of a congruence of $m$-spheres $\mathcal{S}$ in $S^n$ by writing $\mathcal{S} = \prod_{j=1}^{n-m} \mathcal{S}_j$ as the product of $n-m$ (orthogonal) hyperspheres. With this ansatz, $\mathcal{Z} = \prod_{j=1}^{n-2} \mathcal{Z}_j$, it is easy to mimic the quaternionic proof: We obtain

$$
d\mathcal{Z}_\lambda = T_\lambda (d\mathcal{Z} + [\tau_\lambda, \mathcal{Z}]) T_\lambda^{-1} = T_\lambda d\mathcal{Z} T_\lambda^{-1}.
$$

Now the claim follows with §6.7.7 since $T_\lambda : M^2 \to Spin(\mathbb{R}_1^{n+2})$ acts by isometries on $\mathbb{R}_1^{n+2} \subset M(2 \times 2, \mathcal{A})$ (see §6.3.8).

8.6.20 Lemma. Let $f : M^2 \to S^n$ be an isothermic surface with central sphere congruence $\mathcal{Z} : M^2 \to \Lambda^{n-m} \mathbb{R}_1^{n+2}$. Then $\mathcal{Z}_\lambda = T_\lambda \mathcal{Z} T_\lambda^{-1}$ are the central sphere congruences of its Calapso transforms $f_\lambda = T_\lambda f$, and all $\mathcal{Z}_\lambda$ induce the same metric on $M^2$.

8.7 Curved flats and the Darboux transformation

In this final section we will discuss the Darboux transformation for isothermic surfaces in $S^n$. Remember from §8.6.7 that an “isothermic submanifold” — isothermic in the sense that it allows a Christoffel transformation — is necessarily 2-dimensional. The relation between Darboux pairs of isothermic surfaces and curved flats (cf., §3.3.2, [71], or [46]; see [47]) may be the “true” reason for this fact: Curved flats in the symmetric space of point pairs cannot have a higher dimension since the space of point pairs is a symmetric space of rank 2, that is, an abelian subalgebra that carries a nondegenerate metric induced by the Killing form has dimension at most 2.

8.7.1 The Darboux Transformation. In order to introduce the Darboux transformation for an isothermic immersion $f : M^2 \to S^n$, we follow the same strategy as in the quaternionic setup (see Section 5.4), by first providing an algebraic description and then discussing the underlying

---

Note: The text includes a mathematical expression and some equations that are not rendered correctly due to the limitations of the text format. The text is a part of a larger mathematical exposition, possibly from a differential geometry or geometry text.
Thus we consider the equation $T_\lambda \hat{f} \equiv \text{const}$ for some map $\hat{f} : M^2 \to S^n$ into the conformal $n$-sphere, where $T_\lambda$ is a Calapso transformation for an isothermic surface $f : M^2 \to S^n$ (cf., §5.4.8). Now remember that the spin group $Spin(\mathbb{R}^{n+2}_1)$ acts by linear fractional transformations on $S^n \cong \mathbb{R}^n \cup \{\infty\}$ (see §7.3.2); to simplify the following considerations we assume that $f, \hat{f} : M^2 \to \mathbb{R}^n \subset S^n$ and investigate the above condition.

$$T_\lambda \hat{f} \equiv \text{const} \iff d(T_\lambda \hat{f}) = 0.$$  

Writing $T_\lambda = \begin{pmatrix} \tau_{11} & \tau_{12} \\ \tau_{21} & \tau_{22} \end{pmatrix}$ and using the defining differential equation (8.21) for the Calapso transformation $T_\lambda$,

$$
\begin{align*}
d\tau_{11} &= \lambda (\tau_{11} f + \tau_{12}) df^*, \\
d\tau_{12} &= \lambda (\tau_{12} f + \tau_{22}) df^*, \\
d\tau_{21} &= \lambda (\tau_{21} f + \tau_{22}) df^*, \\
d\tau_{22} &= \lambda (\tau_{21} f + \tau_{22}) df^*,
\end{align*}
$$

where $f^*$ denotes a Christoffel transform of $f$, we compute

$$d(T_\lambda \hat{f}) = d[(\tau_{11} \hat{f} + \tau_{12})(\tau_{21} \hat{f} + \tau_{22})^{-1}] = \{a df + \lambda (af + b) df^*(\hat{f} - f)\}(\tau_{21} \hat{f} + \tau_{22})^{-1},$$

where

$$
\begin{align*}
a &:= \tau_{11} - (\tau_{11} \hat{f} + \tau_{12})(\tau_{21} \hat{f} + \tau_{22})^{-1} \tau_{21} = \pm (\tau_{21} \hat{f} + \tau_{22})^{-1}, \\
b &:= \tau_{12} - (\tau_{11} \hat{f} + \tau_{12})(\tau_{21} \hat{f} + \tau_{22})^{-1} \tau_{22} = \mp (\tau_{21} \hat{f} + \tau_{22})^{-1} \hat{f}.
\end{align*}
$$

Here the first equation holds since $T_\lambda$ is $Spin(\mathbb{R}^{n+2}_1)$-valued, as for (8.22), and the second equality is a consequence of the first since $0 = af + b$. Combining (8.26) and (8.27), we obtain the Clifford algebra version of our quaternionic Riccati equation (5.17) for the Darboux transformation:

$$d(T_\lambda \hat{f}) = \pm (\tau_{21} \hat{f} + \tau_{22})^{-1}\{df - \lambda (f - \hat{f}) df^*(\hat{f} - f)\}(\tau_{21} \hat{f} + \tau_{22})^{-1}.  \tag{8.28}$$

---

38) As in Section 5.4, we will see that Darboux pairs envelope Ribaucour sphere congruences and induce conformally equivalent metrics: The notion of a Darboux transformation that we will define indeed generalizes the classical notion (see §3.2.5; cf., [93], [89], [98], [99], and [106]). But we will do better than there: We will show (up to a small gap for which the reader is referred to [47]) that this geometry characterizes Darboux pairs.

39) Note that, considering the action of $Spin(\mathbb{R}^{n+2}_1)$ by fractional linear transformations (or, equivalently, by Möbius transformations) we have the equivalence $T_\lambda \hat{f} \equiv \text{const} \iff d(T_\lambda \hat{f}) = 0$, in contrast to the quaternionic setup, where we considered $SL(2, \mathbb{H})$ as acting on the space $\mathbb{H}^2$ of homogeneous coordinates so that $T_\lambda \hat{f} \equiv \text{const} \iff d(T_\lambda \hat{f}) \parallel T_\lambda \hat{f}$ (see §5.4.8).

40) In the nontrivial case $\tau_{21} \neq 0$, we use that $\tau_{21}^{-1} \tau_{22} \in \mathbb{R}^n$ and $\tau_{11} \tau_{22} + \tau_{12} \tau_{21} = \pm 1$. 

---
Thus we have the following\footnote{Compare [73].}:

**8.7.2 Lemma and Definition.** Let \( f : M^2 \to S^n \) be an isothermic surface with Calapso transformation \( T_\lambda : M^2 \to \text{Spin}(R_{n+2}) \). Then a surface \( \hat{f} : M^2 \to S^n \) satisfying \( T_\lambda \hat{f} \equiv \text{const} \) is called a Darboux transform of \( f \).

If \( f, \hat{f} : M^2 \to \mathbb{R}^n \subset S^n \) are considered as maps into Euclidean \( n \)-space, then \( \hat{f} \) is a Darboux transform of \( f \) if and only if it satisfies the Riccati-type partial differential equation

\[
\hat{df} = \lambda (\hat{f} - f) df^* (\hat{f} - f), \tag{8.29}
\]

where \( f^* \) denotes the Christoffel transform of \( f \).

**8.7.3** First note that any Darboux transform \( \hat{f} \) of \( f \) is an isothermic surface itself: Defining, as in (5.18),

\[
\hat{f}^* := f^* + \frac{1}{\lambda} (\hat{f} - f)^{-1},
\]

we obtain the Christoffel transform of \( \hat{f} \) since

\[
\hat{df}^* = \frac{1}{\lambda} (\hat{f} - f)^{-1} df (\hat{f} - f)^{-1}, \tag{8.30}
\]

so that \( \hat{df} \wedge \hat{df}^* = 0 \) (see §8.6.6). Obviously (8.30) is equivalent to a Riccati equation for \( f \) as a Darboux transform of \( \hat{f} \); as a consequence, the Darboux transformation is involutive (cf., §5.4.12).

**8.7.4** Clearly, by (8.29), \( f \) and \( \hat{f} \) induce conformally equivalent metrics on \( M^2 \), and they envelope a congruence of 2-spheres by §7.5.10. In order to see that this sphere congruence is Ribaucour, we compute the holomorphic quadratic differential (see §8.6.8)

\[
\hat{q} = \hat{df} \cdot \hat{df}^* = (\hat{f} - f) df^* df (\hat{f} - f)^{-1} = (\hat{f} - f) \hat{q} (\hat{f} - f)^{-1}.
\]

Now let \((x, y)\) denote conformal coordinates and note (cf., §5.4.14) that the bivector

\[
i \simeq \hat{t} = f_x \hat{f}^{-1} = -(\hat{f} - f) f_x^{-1} f_y (\hat{f} - f)^{-1} = -(\hat{f} - f) t (\hat{f} - f)^{-1}, \tag{8.31}
\]

so that, under the identifications \( C \cong \text{span}\{1, \hat{t}\} \) and \( C' \cong \text{span}\{1, t\} \), the holomorphic quadratic differentials of \( f \) and of \( \hat{f} \) coincide, \( \hat{q} \simeq q \). In particular, since \( \text{Im} \hat{q} = \text{Im} q = 0 \) characterizes the curvature directions of \( \hat{f} \), the
curvature lines of \( \hat{f} \) and \( f \) coincide and the enveloped 2-sphere congruence is Ribaucour.

Thus Darboux pairs \((\hat{f}, f) : M^2 \to S^n\) of isothermic surfaces in the conformal \( n \)-sphere provide solutions of Blaschke’s problem (cf., §3.2.8).

8.7.5 Conversely, assume that two surfaces \( f, \hat{f} : M^2 \to S^n \) envelope a Ribaucour congruence of 2-spheres and induce the same conformal structure on \( M^2 \). Since \( f \) and \( \hat{f} \) envelope a sphere congruence, we have

\[
\hat{t}(\hat{f} - f) = \pm (\hat{f} - f) t
\]  

(8.32)

by §7.5.10. Moreover, any corresponding curvature lines on both surfaces must envelope a 1-parameter family of circles because the sphere congruence is assumed to be Ribaucour: Thus, if \((x, y)\) denote curvature line parameters for \( f \), then we have, by §7.5.10 again,

\[
\hat{f}_x(\hat{f} - f) = r_1(\hat{f} - f) f_x \quad \text{and} \quad \hat{f}_y(\hat{f} - f) = r_2(\hat{f} - f) f_y
\]

with suitable functions \( r_1, r_2 \) (cf., §8.2.4).

Conformality of the induced metrics then implies \( r_1^2 = r_2^2 \).

In the case \( r_1 = r_2 \), (8.32) becomes \( \hat{t}(\hat{f} - f) = (\hat{f} - f) t \) when computing \( t \) and \( \hat{t} \) using the orthonormal direction fields given by \( \frac{\partial}{\partial x} \) and \( \frac{\partial}{\partial y} \); this does not conform with (8.31). Hence we do not find a Darboux pair in this case.\(^{42}\)

In the case \( r_1 = -r_2 \), on the other hand, we readily check that

\[
df \wedge (\hat{f} - f)^{-1} d\hat{f} = -r_1(f_x f_y + f_y f_x)(\hat{f} - f)^{-1} = 0.
\]

With this we then find that \( d[(\hat{f} - f)^{-1} d\hat{f}(\hat{f} - f)^{-1}] = 0 \), that is, \( f \) is isothermic with a Christoffel transform \( f^* \) given by

\[
df^* = (\hat{f} - f)^{-1} d\hat{f}(\hat{f} - f)^{-1}
\]  

(8.33)

(see §8.6.6). Rewriting (8.33), we obtain the Riccati equation (8.29) for \( \hat{f} \), identifying \( \hat{f} \) as a Darboux transform of \( f \), which is then isothermic also.

Thus Darboux pairs of isothermic surfaces can be characterized by their geometric properties, that they form a Ribaucour pair and induce conformally equivalent metrics, when one additionally imposes the orientation condition (8.31) — analogous to the geometric characterization of Christoffel pairs in §3.3.22 (cf., §5.2.14 and §8.6.8).

\(^{42}\) This case is discussed in more detail in [47]: There, the author shows that the enveloped sphere congruence is not full (cf., §3.2.5).
8.7.6 Curved Flats. Next we want to make contact with the notion of curved flats, showing that Darboux pairs yield curved flats in the symmetric space of point pairs (cf., §3.3.2 and §5.5.20).

For this purpose first consider, in $\mathcal{A}(\mathbb{R}^n)$, the linear partial differential equation

$$0 = d\hat{a} + (\hat{f} - f)^{-1} df \cdot \hat{a}.$$  \hfill (8.34)

Since $d[(\hat{f} - f)^{-1} df\hat{a}] = (\hat{f} - f)^{-1} df(\hat{f} - f)^{-1} \wedge df \cdot \hat{a} = 0$ by (8.29) and §8.6.6, this equation is (completely) integrable, and a proper choice of an initial condition will provide us with a solution $\hat{a} : M^2 \rightarrow \Gamma(\mathbb{R}^n)$ since the coefficient differential form $(\hat{f} - f)^{-1} df\hat{a} : TM \rightarrow \Lambda^0(\mathbb{R}^n) \oplus \Lambda^2(\mathbb{R}^n)$ takes values in the Lie algebra of the Clifford group $\Gamma(\mathbb{R}^n)$. Moreover, the equation (8.34) remains unchanged under the order involution of $\mathcal{A}(\mathbb{R}^n)$ (see §6.3.1), so that $\hat{a}$ stays in the $-1$-eigenspace of the order involution if the initial condition is chosen there.

Next we define

$$a := [(\hat{f} - f)\hat{a}]^{-t}, \quad \hfill (8.35)$$

where $(.)^t$ denotes the Clifford transpose (cf., §7.2.9f) and $(.)^{-t}$ denotes its composition with the Clifford group inverse. It is straightforward to compute the derivative

$$da = [(\hat{f} - f)\hat{a}]^{-t}(df\hat{a})^t[(\hat{f} - f)\hat{a}]^{-t} = (\hat{f} - f)^{-1} df \cdot a \quad \hfill (8.36)$$

of $a$ — here we used the fact that $(\hat{f} - f)^t = (\hat{f} - f)$ and that $(.)^t$ is an antiautomorphism of $\mathcal{A}(\mathbb{R}^n)$, besides the differential equation (8.34).

Now consider $a^{-1}d\hat{a}$ and $\hat{a}^{-1}da$: Using (8.34) and (8.36), we compute

$$\hat{a}^{-1}da = a^t df a, \quad \hfill$$
$$a^{-1}d\hat{a} = -a^{-1}(\hat{f} - f)^{-1} df(\hat{f} - f)^{-1}a^{-t} = -\lambda a^{-1} df^* a^{-t}. \hfill$$

This shows that $\hat{a}^{-1}da, a^{-1}d\hat{a} : TM \rightarrow \mathbb{R}^n$ and that $\hat{a}^{-1}da \wedge a^{-1}d\hat{a} = 0$. Since, moreover, both differentials are closed, we conclude with §8.6.6 that

$$\hat{a}^{-1}da = dg \quad \text{and} \quad a^{-1}d\hat{a} = -\lambda dg^*$$

with some Christoffel pair $g, g^* : M^2 \rightarrow \mathbb{R}^n$ of isothermic surfaces.

\[\text{43) Here we denote the Clifford transpose by $(.)^t$ instead of $(\cdot)^t$, in order to avoid confusion with the transformations of isothermic surfaces. Remember that the Clifford transpose was introduced as the composition of the Clifford conjugation and the order involution (cf., §6.3.1), and that it could equivalently be characterized as the antiautomorphism that is the identity on $\mathbb{R}^n$. Note that the notation $(.)^{-t}$ makes sense because the Clifford transpose commutes with taking the inverse.}\]
8.7.7 Having collected these facts, we now turn to the heart of the matter:

\[ F := \left( \hat{f} \begin{array}{c} f \\ \hat{a} \end{array} \right) \left( \begin{array}{c} \hat{a} & 0 \\ 0 & a \end{array} \right) = \left( \hat{f}(\hat{f} - f)^{-1} \begin{array}{c} f \\ 0 \end{array} \right) \left( (\hat{f} - f)\hat{a} & 0 \\ 0 & a \right). \]

If we have chosen \( \hat{a} \) to take values in the \(-1\)-eigenspace of the order involution as discussed above, then \((\hat{f} - f)\hat{a}\) and \(a\) take values in the \(+1\)-eigenspace of the order involution, so that \(F : M^2 \to \text{Spin}(\mathbb{R}^{n+2})\) by (8.35) (see §7.2.16).

Thus \(F\) is an adapted frame for the point pair map \((\hat{f}, f) : M^2 \to \mathcal{P}\) (see §7.4.3 and §7.4.4). It is straightforward to compute its connection form

\[ F^{-1}dF = \left( \begin{array}{c} \hat{a}^{-1}\{d\hat{a} + (\hat{f} - f)^{-1}\hat{f} \cdot \hat{a} \} \\ -a^{-1}(\hat{f} - f)^{-1}\hat{f} \cdot \hat{a} \\ a^{-1}\{da - (\hat{f} - f)^{-1}\hat{f} \cdot a \} \end{array} \right). \]

(8.37)

Employing (8.34) and (8.36), we deduce that

\[ F^{-1}dF = \left( \begin{array}{c} 0 \\ \hat{a}^{-1}da \\ 0 \end{array} \right) = \left( \begin{array}{c} 0 \\ -\lambda dg^* \\ 0 \end{array} \right) \]

(8.38)

with the aforementioned44 Christoffel pair \(g, g^* : M^2 \to \mathbb{R}^n\) (cf., §5.4.19). As a consequence (see §2.2.3 or [112]), any Darboux pair of isothermic surfaces in the conformal \(n\)-sphere forms a curved flat in the (symmetric) space of point pairs in \(S^n\) (cf., §3.3.2 and §5.5.20).

8.7.8 Conversely, if \((\hat{f}, f) : M^2 \to \mathcal{P}\) is a curved flat, then we may choose an adapted frame \(F = \left( \begin{array}{c} \hat{f} \hat{a} \\ \hat{a} \end{array} \right) f \) so that its connection form is off-diagonal.45 This yields the differential equations (8.34) and (8.36) for the scaling functions \(a\) and \(\hat{a}\). The Maurer-Cartan equation46 for the connection form then shows that

\[ df \wedge (\hat{f} - f)^{-1}\hat{f}(\hat{f} - f)^{-1} = (\hat{f} - f)^{-1}\hat{f}(\hat{f} - f)^{-1} \wedge df = 0. \]

(8.39)

Since, moreover, we compute

\[ d[(\hat{f} - f)^{-1}\hat{f}(\hat{f} - f)^{-1}] = 0 \]

44 In fact, the shape of the connection form \(F^{-1}dF\) implies that \(a^{-1}d\hat{a}\) and \(\hat{a}^{-1}da\) are closed and are the derivatives of a Christoffel pair, by the Maurer-Cartan equation.

45 See [112] or Footnote 2.8. The interested reader may want to verify this fact in our present Clifford algebra setup, as an exercise.

46 In fact, it is the curved flat condition \([F^{-1}dF \wedge F^{-1}dF] = 0\) that provides the equation; the closeness \(d[F^{-1}dF] = 0\) is then a consequence.
as a consequence of (8.39), we deduce with §8.6.6 that \( f \) is isothermic with a Christoffel transform \( f^* \) satisfying

\[
df^* = \frac{1}{\lambda} (\hat{f} - f)^{-1} d\hat{f}(\hat{f} - f)^{-1}
\]

for some real constant \( \lambda \); therefore, \( \hat{f} \) satisfies the Riccati equation (8.29) showing that the legs \( f \) and \( \hat{f} \) of our curved flat form a Darboux pair.

Thus we obtain a theorem by F. Burstall\(^{47} \) [47] that characterizes Darboux pairs of isothermic surfaces in the conformal \( n \)-sphere as curved flats in the (symmetric) space of point pairs in \( S^n \) (cf., §3.3.2 and §5.5.20):

**8.7.9 Theorem.** Darboux pairs \( (\hat{f}, f) : M^2 \rightarrow \mathfrak{P} \) of isothermic surfaces in the conformal \( n \)-sphere are the curved flats in the symmetric space of point pairs.

**8.7.10** As in §5.5.25, we can determine a Calapso transformation for the isothermic surface \( g \) from the curved flat frame \( \mathcal{F} \): Let \( \mathcal{G} = \left( \begin{smallmatrix} 1 & g \\ 0 & 1 \end{smallmatrix} \right) \) be the Euclidean frame of \( g \) and consider \( \mathcal{FG}^{-1} \); then

\[
\mathcal{G}\mathcal{F}^{-1} d(\mathcal{FG}^{-1}) = -\lambda \left( \begin{array}{cc} g dg^* & -gdg^*g \\ dg^* & -dg^*g \end{array} \right),
\]

identifying \( \mathcal{FG}^{-1} \) as the \( T_{-\lambda} \)-transformation for \( g \) (see §8.6.14). This shows that the original surface \( f = \mathcal{F} \cdot 0 = \mathcal{FG}^{-1}g \) is a Calapso transform of \( g \). And, conversely, employing the fact that the Calapso transformations act like a 1-parameter group on a given isothermic surface (see §8.6.18), \( g = T_{\lambda}f \) is a \( T_{\lambda} \)-transform of \( f \).

Interchanging the roles of \( f \) and \( \hat{f} \) in \( \mathcal{F} \) by means of a (constant) gauge transformation \( \mathcal{F} \mapsto \mathcal{F} \cdot \frac{1}{\sqrt{|\lambda|}} \left( \begin{smallmatrix} 0 & 1 \\ \lambda & 0 \end{smallmatrix} \right) \), the same line of argument applies to \( \hat{f} \) and \( g^* \) in order to see that \( g^* = \hat{T}_{\lambda}\hat{f} \) is a \( T_{\lambda} \)-transform of \( \hat{f} \) (cf., §5.6.10).

**8.7.11** It is a general fact that curved flats naturally come in (real) 1-parameter families, the “curved flat associated family” (see [112] or §3.3.3). In our present setup of the curved flat given by a Darboux pair of isothermic surfaces, this associated family is obtained by integrating the differential equation

\[
d\mathcal{F}_\mu = \mathcal{F}_\mu \cdot \mu \left( \begin{array}{cc} 0 & dg \\ -\lambda dg^* & 0 \end{array} \right)
\]

\(^{47}\) In [47] the author uses the frame presented in §7.4.4 to deduce this result with more ease than is done here: For this, the frame invariance of the curved flat condition becomes important. However, to obtain the Christoffel pair \((g, g^*)\) directly, we chose the framing presented here.
to obtain a family \((\mathcal{F}_\mu)_{\mu \in \mathbb{R}}\) of frames for the associated family of curved flats. Employing a gauge transformation \(\mathcal{F}_\mu \rightarrow \mathcal{F}_\mu \sqrt{|\mu|} \left( \begin{array}{cc} 1 & 0 \\ 0 & \frac{1}{\mu} \end{array} \right)\), so that

\[
\mathcal{F}_\mu^{-1} d\mathcal{F}_\mu = \left( \begin{array}{cc} 0 & \lambda dg^* \\ -\lambda dg^* & 0 \end{array} \right) \rightarrow \left( \begin{array}{cc} 0 & -\mu^2 \lambda dg^* \\ -\mu^2 \lambda dg^* & 0 \end{array} \right),
\]

we realize, by the arguments of the previous paragraph, that the legs \(\hat{f}_\mu\) and \(f_\mu\) of the curved flats are \(T_{-\mu^2 \lambda}\)-transforms of the isothermic surfaces \(g^*\) and \(g\) of the “limiting” Christoffel pair. With the 1-parameter group property of the Calapso transformation, this amounts to

\[
\begin{align*}
\hat{f}_\mu &= T_{\lambda(1-\mu^2)} f \\
f_\mu &= T_{\lambda(1-\mu^2)} \hat{f},
\end{align*}
\]

since \(g = T_{\lambda} f\) and \(g^* = T_{\lambda} \hat{f}\) (see [47]).

In particular, the associated family \((\hat{f}_\mu, f_\mu)_{\mu \in \mathbb{R}}\) of a curved flat \((\hat{f}, f)\) consists of Calapso transforms of its two legs. Note that the surfaces \(f_{\pm \mu}\) and \(\hat{f}_{\pm \mu}\) are Möbius equivalent, since the respective \(T_{\lambda(1-\mu^2)}\)-transformations depend quadratically on \(\mu\).

8.7.12 At this point the reader will have gained enough confidence in the presented methods to continue and do his own research in the Möbius geometry of submanifolds. Thus we will end our discussions here.

Many more things could be said — for example, we could continue by revealing all the permutability theorems for the transformations of isothermic surfaces, which we discussed in Section 5.6, in the Vahlen matrix setup. However, this shall be left as an exercise for the interested reader, who has certainly noticed by now that we already touched on various permutability theorems throughout the last two sections. Of particular interest may be the permutability theorem for the Darboux transformation (cf., §5.6.6), which appears to be a special case of the permutability theorem for the Ribaucour transformation of orthogonal systems (cf., §8.5.8).

Another interesting topic to learn more about may be the implications from the relation of (Darboux pairs of) isothermic surfaces with curved flats: Integrable systems theory provides general methods that may not only be applied to (Darboux pairs of) isothermic surfaces but also to conformally flat hypersurfaces (see §2.2.13). The reader interested in this direction is pointed to F. Burstall’s excellent paper [47], where he will also find references to further reading.
Further Reading

It is the author’s hope that this book will not only give the reader a first introduction to the field of submanifolds in Möbius geometry, but that it will also get him interested in one or the other of the treated applications. The author chose these applications according to his personal interest and expertise — however, they seemed to be timely enough and to touch on rather different circles of problems. Obviously, this book cannot cover all of the developments in the theory since its beginnings; in fact, the author cannot claim to be able to write such a “book about everything in Möbius geometry” — there always seem to be new things to learn, and this does not only concern new developments and new technology but also old results and techniques: Again and again, the present author is astonished at how much the classical authors knew, and how much of this knowledge got lost or obscured over the years. At various times the author had the experience of seemingly obtaining new results that he discovered in the classical literature only afterwards.\(^1\)

Anyway, it shall certainly be worthwhile to examine the classical literature and to (re)discover the results of the grand old masters of differential geometry. For the reader’s convenience, various, in particular older, references are included in the Bibliography, even if they are not cited in the text: In the author’s experience, it can be rather difficult to detect papers from classical times. To facilitate the decision of what is of relevance to the reader’s topic of interest, references to reviews are included. However, the provided Bibliography is certainly far from being complete, and the interested reader is encouraged to also search for additional (old) literature on his own.

For this, the “Jahrbuch über die Fortschritte der Mathematik” (JFM) is certainly of great help, and it is also a worthwhile activity to investigate the “Comptes Rendus hebdomaires des séances de l’Académie des sciences.”

The reader should definitely also have a look at the canonical reference [29], “Vorlesungen über Differentialgeometrie III: Differentialgeometrie der Kreise und Kugeln,” by W. Blaschke and G. Thomsen, for the geometry of surfaces in Möbius geometry (and, more generally, in Lie sphere geometry; compare also [66]). The author of the present book learned Möbius geometry primarily from this book and considers it an excellent reference. Parts of the present text were strongly inspired by this book.

\(^1\) Sometimes, he would even recognize the result only after deducing it by himself — some of the classical literature does not seem very easy to access, even after succeeding to obtain it.
In this context the reader should also be referred to the two papers [277] and [278] by G. Thomsen that may be considered as predecessors of [29]. Also of interest shall be a series of papers [263], [264], [265], [266], [267], [268], [269] by R. Sulanke, where a variety of problems concerning submanifolds in Möbius geometry is treated using the projective model of Möbius geometry.

Next, the author would like to point the reader’s attention to the book [4], “Conformal differential geometry and its generalizations,” by M. Akivis and V. Goldberg. Two remarkable features of this book are an extensive bibliography — which contains references to literature that was not available to the present author, in particular, from the Russian school — and many interesting historical notes. Besides that, the book presents generalizations of the classical theory to higher dimension and codimension, as well as to different signature: This last is relevant for the application of the theory to theoretical physics, as well as establishing a relation with Lie sphere geometry. Of course there are overlaps with the presentation given in the present book — however, the text by M. Akivis and V. Goldberg differs from the present text in many respects: in its choice of topics as well as in the techniques used. Thus it shall be recommended to check this book out — even more so because it also addresses nonflat conformal geometry.

Just as Euclidean geometry can be generalized to Riemannian geometry (“nonflat Euclidean geometry”), Möbius geometry, as it was discussed in the present book, can be generalized to nonflat Möbius geometry or conformal geometry. The utterly general concept of a (normal) Cartan geometry provides the framework for treating (also) nonflat Möbius geometry — in a much slicker and more conceptual way than we did in our discussions, in the Preliminaries chapter at the beginning of the present book.

To learn about this very beautiful and far-reaching approach to (not necessarily flat) Möbius geometry, the reader is referred to R. Sharpe’s book [254], “Differential geometry. Cartan’s generalization of Klein’s Erlanger program”; an approach via connections on vector bundles is presented in the excellent new paper by F. Burstall and D. Calderbank [50], “Conformal submanifold geometry,” which focuses on the case of submanifolds and surfaces in conformal geometry. Readers who are interested in this approach

---

2) Explicit discussions of important examples are given in the book.

3) Remember that, in dimensions \( \geq 3 \), Möbius geometry and conformal geometry are the same by Liouville’s theorem (see §1.5.4).

4) Very roughly, the basic idea can be summarized as follows: Attach to each point a classical model of Möbius geometry and identify fibers by means of a (Cartan) connection. A careful construction provides a canonical such structure on any manifold of dimension \( n \geq 3 \) that is equipped with a conformal structure.
to conformal geometry should definitely have a look into both references, [254] as well as [50].

Also, the author would like to draw the reader’s attention to recent work on a “quaternionic function theory” that applies to the (global) Möbius geometry of surfaces in the conformal 3- and 4-spheres via the quaternionic model that we discussed in Chapter 4: Here, ideas from the theory of complex vector bundles are generalized to quaternionic vector bundles. A first announcement of the ideas was published by F. Pedit and U. Pinkall in [216], “Quaternionic analysis on Riemann surfaces and differential geometry.”

Readers who are interested in this direction should also not miss the following two references: the book [49], “Conformal geometry of surfaces in $S^4$ and quaternions” by F. Burstall, D. Ferus, K. Leschke, F. Pedit, and U. Pinkall, and the paper [113], “Quaternionic holomorphic geometry: Plücker formula, Dirac eigenvalue estimates, and energy estimates for harmonic 2-tori” by the last four of the aforementioned authors. The first of these two texts is a good introduction to the theory and shows how the theory can be applied to global surface theory; it should complement our discussions in Chapters 4 and 5 well. The second text takes the reader to rather spectacular results: In particular, generalizations of the Riemann-Roch theorem and of the classical Plücker formula$^5$ for complex line bundles over a Riemann surface to quaternionic (holomorphic) line bundles over Riemann surfaces are obtained as powerful tools in the theory.

In the present author’s opinion, discrete net theory, even though it may appear to be a rather exotic branch of (differential) geometry at first, promises to introduce quite interesting methodology to differential geometry — it may (re)introduce more geometric methods to differential geometry and, in this way, provide a link to the “geometric method” of classical differential geometry (cf., [152]). In order to transcend the state of pure analogy in linking discrete net theory and differential geometry, a key issue is to obtain some kind of approximation results: One asks for the existence of a corresponding discrete object that is arbitrarily close to a given differential geometric object (cf., §8.5.12). To the author’s knowledge, there are currently two such approximation results available in the published literature$^6$: [36] by A. Bobenko, D. Matthes, and Yu. Suris, where such an approximation result is proven for smooth and discrete surfaces of constant Gauss curvature, and [138] and [139] by Z.-X. He and O. Schramm,$^7$ where

---

$^5$ The quaternionic Plücker formula involves the Willmore energy, which relates it, for example, with the Willmore problem.

$^6$ As mentioned in §8.5.12, another, for orthogonal systems, can be expected to be available in the near future.

$^7$ This is, to the author’s knowledge, the strongest available result; there are other approximation results for circle patterns, for example, the earlier result [242] by B. Rodin and D. Sullivan.
an approximation result for conformal maps is provided.

In fact, this second approximation result has a Möbius geometric flavor since the discrete objects investigated are circle packings, that is, certain maps of a planar graph into the space of circles in the complex plane. It appears that the idea of using circle packings to approximate holomorphic maps goes back to P. Koebe's 1936 paper [165], which was reconsidered by W. P. Thurston in [279]. Meanwhile, these circle packings and, more generally, circle patterns have become a topic of active research — see [33] and [34] by A. Bobenko and T. Hoffmann, [37] by these two authors with Yu. Suris, and [38] by A. Bobenko and B. Springborn, for example. The reader is also be referred to [32] by A. Bobenko and U. Pinkall: There, a definition for discrete isothermic nets, called “$S$-isothermic surfaces,” is given that uses a type of spatial circle packings — this provides, in some sense, a more restrictive notion of a discrete isothermic net than the one that we discussed in Chapter 5. However, the Christoffel transformation preserves this class of $S$-isothermic nets [32], so that discrete minimal ($S$-isothermic) nets can be constructed from circle packings in the plane (cf., §5.7.37); using this construction, one gains better control over the regularity and the global behavior of the resulting net than by using arbitrary discrete isothermic nets on the 2-sphere as Gauss maps.\footnote{The author is grateful to A. Bobenko and B. Springborn for the information about their corresponding recent work with T. Hoffmann.}

Of course, the above is only a very small choice of a vast amount of literature in the field of conformal (sub)manifold theory. Certainly, this choice of references reflects the interest (and expertise) of the author, and it claims not to be complete in any way. However, the author hopes to have given references that introduce the reader to new and promising methods that will stimulate further development.

It remains to express my gratitude to the reader for sharing my interest in Möbius differential geometry — a wonderful field in differential geometry.
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