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Abstract

We study the distribution properties of sequences which are a generalization
of the well-known van der Corput-Halton sequences on the one hand, and digital
(T, s)-sequences on the other. In this paper we give precise results concerning the
distribution properties of such sequences in the s-dimensional unit cube. More-
over, we consider subsequences of the above-mentioned sequences and study their
distribution properties. Additionally, we give discrepancy estimates for some spe-
cial cases, including subsequences of van der Corput and van der Corput-Halton
sequences.
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Keywords: Uniform Distribution, Discrepancy, van der Corput sequence, van der

Corput-Halton sequence, Digital sequence.

1 Introduction

A sequence (xn)n≥0 in the s-dimensional unit cube [0, 1)s is said to be uniformly distributed
modulo one if for all intervals [a, b) ⊆ [0, 1)s we have

lim
N→∞

#{n : 0 ≤ n < N, xn ∈ [a, b)}
N

= λ([a, b)),

where λ denotes the s-dimensional Lebesgue measure.
In this paper, the distribution of a sequence modulo one will often be linked to the

distribution properties of a sequence of integers. A sequence (kn)n≥0 of integers is said to
be uniformly distributed modulo an integer r ≥ 2, if we have

lim
N→∞

#{n : 0 ≤ n < N, kn ≡ j (mod r)}
N

=
1

r
(1)
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for all integers j ∈ {0, . . . , r−1}. Furthermore, (kn)n≥0 is said to be uniformly distributed
in Z, if (1) holds for all integers r ≥ 2.

Excellent introductions to these and related topics can be found in the book of Kuipers
& Niederreiter [12] or in the book of Drmota & Tichy [4].

It is an interesting question which subsequences of a given uniformly distributed se-
quence are uniformly distributed as well. This problem was studied, for example for the
classical one-dimensional (nα)-sequences, in detail. In this paper we consider other clas-
sical examples of uniformly distributed sequences, namely the van der Corput sequence
and its multi-dimensional generalizations such as the van der Corput-Halton sequence
or digital (T, s)-sequences, or a hybrid of both. The van der Corput and the van der
Corput-Halton sequence are defined as follows.

Definition 1 Let q ≥ 2 be an integer. For any nonnegative integer n with base q repre-
sentation n =

∑
i≥0 niq

i (note that this expansion is finite) the radical inverse function to
the base q is defined as ϕq(n) =

∑
i≥0 niq

−i−1. Now the van der Corput sequence in base
q is the sequence ωvdC = (xn)n≥0 with xn = ϕq(n) for all n ∈ N0. For s ≥ 1 and pairwise
relatively prime bases q1, . . . , qs the van der Corput-Halton sequence is given by (xn)n≥0

where xn = (ϕq1(n), . . . , ϕqs
(n)).

The van der Corput sequence is also the prototype of other multi-dimensional uni-
formly distributed sequences as for example digital (t, s)-sequences over Zq as introduced
by Niederreiter (see [19, 20]) or, more generally, digital (T, s)-sequences over Zq as in-
troduced by Larcher & Niederreiter [14]. Here, s is the dimension and T : N0 → N0 is
a quality function for the uniformity of the sequence. The smaller the values of T are,
the better the distribution properties of the sequence. The precise definition of a digital
(T, s)-sequence is as follows.

Definition 2 Let s be a dimension and q be a prime. Let C1, . . . , Cs be N × N-matrices

over the finite field Zq. We construct a sequence (xn)n≥0, xn =
(
x

(1)
n , . . . , x

(s)
n

)
, n ∈ N0,

by generating the i-th coordinate of the n-th point, x
(i)
n , as follows. Represent n = n0 +

n1q + n2q
2 + · · · in base q. Then we set

Ci · (n0, n1, . . .)
⊤ =:

(
y

(i)
0 , y

(i)
1 , . . .

)⊤
∈ Z∞

q

and

x(i)
n :=

y
(i)
0

q
+

y
(i)
1

q2
+ · · · .

For every m ∈ N let T(m), satisfying 0 ≤ T(m) ≤ m, be such that for all d1, d2, . . . , ds ∈
N0 with d1 + · · ·+ ds = m − T(m) the (m − T(m)) × m-matrix consisting of the

left upper d1 × m-submatrix of C1 together with the
left upper d2 × m-submatrix of C2 together with the
...

left upper ds × m-submatrix of Cs

has rank m − T(m). Then (xn)n≥0 is called a digital (T, s)-sequence over Zq. If T is
minimal with this property, we speak of a strict digital (T, s)-sequence. If T(m) ≤ t for
all m, then we speak of a digital (t, s)-sequence.

2



In this setting, the one-dimensional van der Corput sequence in (prime) base q can be
considered as the digital (0, 1)-sequence over Zq (i.e., T ≡ 0 and s = 1) generated by the
N × N-identity matrix.

Remark 1 If the sequence (xn)n≥0 in [0, 1)s is a digital (T, s)-sequence over Zq, then for
each m ∈ N0 and l ∈ N0 we have that each interval of the form

E =

s∏

j=1

[
aj

qdj
,
aj + 1

qdj

)
⊆ [0, 1)s

with volume λ(E) = qT(m)−m contains exactly qT(m) points of {xn : lqm ≤ n < (l +1)qm}
(see [14]). In general, any sequence which satisfies this conditon is called a (T, s)-sequence
in base q. Thus, every digital (T, s)-sequence over Zq is also a (T, s)-sequence in base q.

It was shown in [14] that a strict digital (T, s)-sequence is uniformly distributed if and
only if

lim
m→∞

(m −T(m)) = +∞.

Digital (T, s)-sequences can be defined over general finite abelian groups but we re-
strict ourselves to the more important case of Zq with prime q. For further information
on this subject, we refer the interested reader to [14].

In the following, we will introduce a more general concept of digital sequences con-
taining the van der Corput-Halton sequences as well as digital (T, s)-sequences as special
cases; we are going to discuss distribution properties of these new sequences and their
subsequences.

The paper is organized as follows. In Section 2 we define the general class of sequences
we are going to consider. These sequences are a mixture of the classical van der Corput-
Halton sequence on the one hand and digital (T, s)-sequences on the other. We also study
some basic distribution properties of such “hybrid sequences” in Section 2. In Section 3,
we give an upper bound on the star discrepancy of such “hybrid sequences”.

In Sections 4, 5, and 6, we study the distribution properties of subsequences of “hybrid
sequences”. In particular, we study subsequences indexed by primes (Section 5), and give
discrepancy estimates for certain subsequences of van der Corput- and van der Corput-
Halton sequences (Section 6).

Finally, in the last section, we deal with a concrete example of a further generalization
of our concept. We only deal with an example here, since this further generalization is
more difficult to be handled than the case considered in the other sections. However, we
mean this example as motivation for future research.

Througout the paper we denote the set of positive integers by N and we write N0 =
N ∪ {0} for the set of nonnegative integers. The set of prime numbers is denoted by P.

2 A generalization of van der Corput-Halton sequen-

ces and digital (T, s)-sequences

Let us now introduce certain “hybrid sequences”, a generalization of van der Corput-
Halton sequences and digital (T, s)-sequences.

3



Definition 3 Let q1 < q2 < · · · < qv be primes and let v, w1, . . . , wv be positive integers.
For i ∈ {1, . . . , v} let C

(i)
1 , . . . , C

(i)
wi be N×N-matrices over Zqi

. We now define a sequence
(xn)n≥0 in [0, 1)s, s := w1 + w2 + · · · + wv, with

xn :=
(
x(1,1)

n , . . . , x(1,w1)
n , x(2,1)

n , . . . , x(2,w2)
n , . . . , x(v,1)

n , . . . , x(v,wv)
n

)
.

The component x
(i,j)
n , for j ∈ {1, . . . wi}, i ∈ {1, . . . , v}, is generated as follows.

Let n = n
(i)
0 + n

(i)
1 qi + n

(i)
2 q2

i + · · · be the base qi-representation of n for i ∈ {1, . . . , v}.
Then we set

C
(i)
j ·

(
n

(i)
0 , n

(i)
1 , . . .

)⊤
=:
(
y

(i,j)
0 , y

(i,j)
1 , . . .

)
∈ Zqi

and

x(i,j)
n :=

y
(i,j)
0

qi
+

y
(i,j)
1

q2
i

+ · · · .

For the description of the distribution quality we define a slightly modified qual-
ity parameter (compared to Definition 2) for the sequences introduced in Definition 3.

For each i ∈ {1, . . . , v}, and for each choice of nonnegative integers d
(i)
1 , d

(i)
2 , . . . , d

(i)
wi let

F (i)
(
d

(i)
1 , . . . , d

(i)
wi

)
be minimal such that the (d

(i)
1 + · · ·+d

(i)
wi)×F (i)

(
d

(i)
1 , . . . , d

(i)
wi

)
-matrix

C(i)
(
d

(i)
1 , . . . , d

(i)
wi , F

(i)
)

formed by the

left upper d
(i)
1 × F (i)

(
d

(i)
1 , . . . , d

(i)
wi

)
-submatrix of C

(i)
1 together with the

left upper d
(i)
2 × F (i)

(
d

(i)
1 , . . . , d

(i)
wi

)
-submatrix of C

(i)
2 together with the

...
left upper d

(i)
s × F (i)

(
d

(i)
1 , . . . , d

(i)
wi

)
-submatrix of C

(i)
wi

has rank d
(i)
1 + · · · + d

(i)
wi (we set F (i)

(
d

(i)
1 , . . . , d

(i)
wi

)
:= +∞ if this is not satisfied for any

finite F (i)
(
d

(i)
1 , . . . , d

(i)
wi

)
).

Note that, for v = 1, we have the case of a digital (T, s)-sequence and the relation

between the parameters F (i)
(
d

(i)
1 , . . . , d

(i)
wi

)
and d

(i)
1 + · · · + d

(i)
wi is similar to the relation

between the parameters m and m − T(m). Indeed, it is easily checked that a digital
(T, s)-sequence, i.e., a sequence of the above form with v = 1 is uniformly distributed if

and only if F (d1, . . . , ds) := F (1)
(
d

(1)
1 , . . . , d

(1)
w1

)
< ∞ for all d1, . . . , ds.

For general v ≥ 2, it is by far not so easy to give necessary and sufficient conditions
for the uniform distribution of our “hybrid sequences”. The exact reason for this will be
outlined later, but, to make things a little bit easier, we will restrict ourselves for the
rest of the paper to considering sequences that are generated by matrices with “finite row
length”. I.e., for every i ∈ {1, . . . , v} in Definition 3, and arbitrary nonnegative integers

d
(i)
1 , . . . , d

(i)
wi , let L(i)

(
d

(i)
1 , . . . , d

(i)
wi

)
be minimal such that each of the first d

(i)
j rows of C

(i)
j

has length less than or equal to L(i)
(
d

(i)
1 , . . . , d

(i)
wi

)
for j ∈ {1, . . . , wi}. By the “length”

of a row (c1, c2, c3, . . .) 6= (0, 0, 0 . . .) we mean sup{k : ck 6= 0} and for the zero row we

define its length as 0. In the following we always assume L(i)
(
d

(i)
1 , . . . , d

(i)
wi

)
< ∞ for all
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i and d
(i)
1 , . . . , d

(i)
wi . It seems to be very difficult to discuss distribution properties in more

general cases, as we shall detail below.

Note that we trivially always have F (i)
(
d

(i)
1 , . . . , d

(i)
wi

)
≤ L(i)

(
d

(i)
1 , . . . , d

(i)
wi

)
or

F (i)
(
d

(i)
1 , . . . , d

(i)
wi

)
= +∞.

Definition 4 We denote sequences as introduced in Definition 3 by digital(
(L(1), . . . , L(v)), (F (1), . . . , F (v)), s

)
-sequences in bases ((q1, w1), . . . , (qv, wv)). Often, we

use the notation digital (L,F, s)-sequence, where L := (L(1), . . . , L(v)) and
F := (F (1), . . . , F (v)).

We mentioned above that we consider the case where the lengths of the rows of the
generating matrices of a (L,F, s)-sequence are finite easier to be handled than the more
general case in which also infinite row-lengths are permitted. Our first theorem gives a
positive result for the case of finite L(i).

Theorem 1 A digital
(
(L(1), . . . , L(v)), (F (1), . . . , F (v)), s

)
-sequence in bases

((q1, w1), . . . , (qv, wv)) with finite L(i) is uniformly distributed in [0, 1)s, s = w1 + · · ·+wv,
if and only if the F (i) are finite.

Proof. Assume that we are given a digital
(
(L(1), . . . , L(v)), (F (1), . . . , F (v)), s

)
-sequence

for which all the F (i) are finite.
We consider a so-called elementary interval of order

(
d

(1)
1 , . . . , d(1)

w1
, d

(2)
1 , . . . , d(2)

w2
, . . . , d

(v)
1 , . . . , d(v)

wv

)
,

i.e., an interval of the form

v∏

i=1

wi∏

j=1


 ai,j

q
d
(i)
j

i

,
ai,j + 1

q
d
(i)
j

i


 =: I,

where the ai,j < q
d
(i)
j

i are nonnegative integers.
In order to show that our sequence is uniformly distributed modulo one, it suffices to

show that for each such interval I we have

lim
N→∞

1

N

∣∣∣∣∣∣
# {n : 0 ≤ n < N, xn ∈ I} − N

∏v
i=1

∏wi

j=1 q
d
(i)
j

i

∣∣∣∣∣∣
= 0.

For short, we write

EN :=

∣∣∣∣∣∣
# {n : 0 ≤ n < N, xn ∈ I} − N

∏v
i=1

∏wi

j=1 q
d
(i)
j

i

∣∣∣∣∣∣
.

Let us first consider those n satisfying

0 ≤ n <

v∏

i=1

q
L(i)

“
d
(i)
1 ,...,d

(i)
wi

”

i =: Q.
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Let C̃(i) = C̃(i)
(
d

(i)
1 , . . . , d

(i)
wi

)
be the

(
d

(i)
1 + · · · + d

(i)
wi

)
× L(i)

(
d

(i)
1 , . . . , d

(i)
wi

)
-matrix

over Zqi
formed by the

left upper d
(i)
1 × L(i)

(
d

(i)
1 , . . . , d

(i)
wi

)
-submatrix of C

(i)
1 , together with the

left upper d
(i)
2 × L(i)

(
d

(i)
1 , . . . , d

(i)
wi

)
-submatrix of C

(i)
2 , together with the

...
left upper d

(i)
wi × L(i)

(
d

(i)
1 , . . . , d

(i)
wi

)
-submatrix of C

(i)
wi .

Let ai,j := a
(i,j)

d
(i)
j −1

+ a
(i,j)

d
(i)
j −2

qi + · · · + a
(i,j)
0 q

d
(i)
j

−1

i . Then xn ∈ I if and only if

C
(i)
j ·




n
(i)
0
...

n
(i)
ri

0
0
...




=




a
(i,j)
0
...

a
(i,j)

d
(i)
j −1

b
(i)
1

b
(i)
2
...




, (2)

for all i and j (considered over Zqi
). Here, ri is the maximal non-zero digit of n in its

base qi representation and the b
(i)
k are arbitrary elements in Zqi

. Equation (2) holds if and
only if

C̃(i)(d
(i)
1 , . . . , d(i)

wi
) ·




n
(i)
0

n
(i)
1
...

n
(i)
ri

0
0
...
0




=




a
(i,1)
0
...

a
(i,1)

d
(i)
1 −1
...
...

a
(i,wi)
0
...

a
(i,wi)

d
(i)
wi

−1




, (3)

for all i ∈ {1, . . . , v}.
Note that F (i) ≤ L(i) and hence C̃(i) has rank d

(i)
1 + · · ·+d

(i)
wi . Thus, for every i, the sys-

tem (3) has exactly q
L(i)

“
d
(i)
1 ,...,d

(i)
wi

”

i /q
d
(i)
1 +···+d

(i)
wi

i solutions for n ∈
{

0, 1, . . . , q
L(i)

“
d
(i)
1 ,...,d

(i)
wi

”

i − 1

}

and hence has exactly Q/q
d
(i)
1 +···+d

(i)
wi

i solutions for n ∈ {0, 1, . . . , Q − 1}.
Hence (since the qi are pairwise different primes) by the Chinese Remainder Theorem

the system (3) has exactly

S :=
Q

∏v
i=1

∏wi

j=1 q
d
(i)
j

i

solutions, let us call them n1, n2, . . . , nS, in the range {0, 1, . . . , Q − 1} (note that d
(i)
1 +

· · · + d
(i)
wi ≤ F (i)(d

(i)
1 , . . . , d

(i)
wi) ≤ L(i)

(
d

(i)
1 , . . . , d

(i)
wi

)
for all i, hence S is indeed a positive

integer).
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Therefore, it follows that EQ = 0.

For n larger than Q, by the definition of L(i)
(
d

(i)
1 , . . . , d

(i)
wi

)
and of C̃(i)(d

(i)
1 , . . . , d

(i)
wi),

for n to satisfy xn ∈ I we have again condition (3). Hence, xn ∈ I if and only if

n ≡ nk (mod Q) for some k ∈ {1, . . . , S}.

Consequently, EN = 0 for N which are multiples of Q, hence EN < Q for all N , and
hence limN→∞

1
N

EN = 0.
In order to show that the condition of finite F (i) is also a necessary condition for the

uniform distribution of a digital
((

L(1), . . . , L(v)
)
,
(
F (1), . . . , F (v)

)
, s
)
-sequence, assume

that we are given such a sequence that is uniformly distributed in [0, 1)s.

Then, for every fixed i, the digital (T, s)-sequence over Zqi
generated by C

(i)
1 , . . . , C

(i)
wi

is uniformly distributed in [0, 1)wi. As noted above, a necessary condition for this to hold
is that F (i) is finite. 2

We remark that the more general case of (L,F, s)-sequences in bases
((q1, w1), . . . , (qv, wv)) with v ≥ 2 and with some infinite values of L(i) seems to be much
more difficult, as can be seen by the following very simple example.

Let s = 2, q1 = 2, q2 = 3, and w1 = w2 = 1. Furthermore, let

C
(1)
1 :=




1 γ1 γ2 γ3 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...

...
...

...
. . .




∈ Z∞×∞
2 and C

(2)
1 :=




1 0 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...

...
...

...
. . .




∈ Z∞×∞
3 ,

with any given entries γj in Z2 such that γj = 1 for infinitely many j.
A necessary condition for this sequence to be uniformly distributed in [0, 1)2 is that

I := [0, 1/2) × [0, 1/3)

contains the correct number of points in the limit, i.e.,

lim
N→∞

1

N
# {n : 0 ≤ n < N, n ≡ 0 (mod 3) and sγ,2(n) ≡ 0 (mod 2)} =

1

6
, (4)

where sγ,2(n) denotes the sum-of-digits function of n in base 2 weighted by the sequence
γ = (γj)j≥0, i.e., for n = n0 + n12 + n22

2 + · · · ,

sγ,2(n) := γ0n0 + γ1n1 + γ2n2 + · · ·

(here, we deal with the special case γ0 = 1). See, for example, [9, 15, 21] for more
information on the weighted sum-of-digits function.

The fact that (4) holds in the special case γ = (1)j≥0 was shown, for example, by
Newman [17], Coquet [3] or Solinas [22]. However, in the general case, the question for
which weights γ the property (4) holds is not known until now and will be one of the
topics of a forthcoming paper of the authors.

We will show later (see Section 7) that this sequence in the case γ = (1)j≥0 indeed is
uniformly distributed, but has a relatively large discrepancy opposed to other, well-known
sequences like the two-dimensional van der Corput-Halton sequence.
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3 An upper bound on the discrepancy of digital (L,F, s)-

sequences

The star discrepancy D∗
N , which is one of the most important measures for the quality of

the uniformity of a finite point set x0, . . . , xN−1 in [0, 1)s is defined by

D∗
N = D∗

N (x0, . . . , xN−1) := sup
B⊆[0,1)s

∣∣∣∣
#{n : 0 ≤ n < N, xn ∈ B}

N
− λ(B)

∣∣∣∣ ,

where the supremum is extended over all sub-boxes B of [0, 1)s of the form B =
∏s

i=1[0, bi)
with 0 < bi ≤ 1 for i ∈ {1, . . . , s}.

For an infinite sequence ω = (xn)n≥0 in [0, 1)s, D∗
N(ω) denotes the star discrepancy of

the first N elements of the sequence.
For the s-dimensional van der Corput-Halton sequence it is known that

D∗
N (ω) = cs

(log N)s

N

for all N ≥ 2 with a certain constant cs > 0 depending only on the dimension s, see
[1, 5, 8, 10, 16, 20]. The smalles value of cs in this bound known so far is given in [1].

For a digital (T, s)-sequence ω over Zq it is known that

D∗
N(ω) ≤ c(q, s)

N

⌊ log N

log q ⌋∑

m=1

qT(m)ms−1

and consequently for digital (t, s)-sequences over Zq we have

D∗
N(ω) ≤ c̃(q, s)qt (log N)s

N

for all N ≥ 2 with constants c(q, s) > 0 and c̃(q, s) > 0 depending only on q and s, see
[14] and [19, 20].

In Theorem 2 we will give an upper bound on the star discrepancy of digital((
L(1), . . . , L(v)

)
,
(
F (1), . . . , F (v)

)
, s
)
-sequences with finite L(i) and for v ≥ 2, thereby

generalizing the above discrepancy estimate for the van der Corput-Halton sequence.
Of course, the situation is again different for the cases v = 1 (which is the case of

(T, s)-sequences) and v ≥ 2. Since v = 1 was already studied in detail in [14] and [19],
we restrict ourselves to v ≥ 2. What is more, we again restrict ourselves to uniformly
distributed digital (L,F, s)-sequences with finite L-parameters, i.e., with F (i) ≤ L(i) in
all cases (according to Theorem 1).

The formulation of the upper discrepancy bound is going to be quite technical and we
will need some notation in advance. After having formulated the result, we will, as an
illustration, apply it to the van der Corput-Halton sequence. We will see that we obtain
the order D∗

N in N known from previous results on the van der Corput-Halton sequence.
In our discrepancy estimate, however, we will not take care of constants independent of N .
Consequently, our results are weaker with respect to these constants than, for example,
the discrepancy estimates given for the van der Corput-Halton sequence in [1].

For the statement and the proof of Theorem 2 we need some notation which will be
given in the following.
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We will consider intervals of the form

I =

v∏

i=1

wi∏

j=1

[
0, α

(i)
j

)
⊆ [0, 1)s, with α

(i)
j =

∞∑

l=1

a
(i)
j,l

ql
i

.

We approximate an arbitrary interval I of the above form from the interior by JN and
from the exterior by J̃N as defined below.

For strings K :=
(
(ki,j)

wi

j=1

)v
i=1

, we consider disjoint subintervals I(K) of I of the form

I(K) =

v∏

i=1

wi∏

j=1




ki,j−1∑

l=1

a
(i)
j,l

ql
i

,

ki,j∑

l=1

a
(i)
j,l

ql
i



 .

For a string K as above, we define integers Q(K) in the spirit of the quantity Q
introduced in the proof of Theorem 1, namely

Q(K) :=

v∏

i=1

q
L(i)(ki,1,...,ki,wi)
i .

For a given positive integer N we will consider the following union of intervals I(K):

JN :=
⋃

K

Q(K)≤N

I(K).

Note that JN ⊆ I for all N .
In order to approximate I from the exterior we add to JN some appropriate border

area R̃N . For given i0 ∈ {1, . . . , v} and j0 ∈ {0, . . . , wi0 − 1} we consider strings ζ(i0, j0)
of length

∑v
i=1 wi = s and of the form

ζ(i0, j0) =
(
(k1,j)

w1
j=1, . . . , (ki0−1,j)

wi0−1

j=1 , (ki0,1, . . . , ki0,j0, 0, 0, . . . , 0︸ ︷︷ ︸
wi0

bits

), (0, . . . , 0︸ ︷︷ ︸
wi0+1 bits

), . . . , (0, . . . , 0︸ ︷︷ ︸
wv bits

)
)
.

For an arbitrary nonnegative integer θ let ζ̃(i0, j0, θ) be the same string as ζ(i0, j0) with
the first zero following ki0,j0 replaced by θ.

For a given positive integer N let now ζ(i0, j0) be such that Q(ζ(i0, j0)) ≤ N , then

Θ := Θ(ζ(i0, j0)) is defined to be the maximal integer θ such that Q(ζ̃(i0, j0, θ)) ≤ N .
Furthermore, for ζ(i0, j0) as defined above and for given N we will make use of the

following intervals

I
(
ζ̃(i0, j0, Θ)

)
:=

i0−1∏

i=1

wi∏

j=1




ki,j−1∑

l=1

a
(i)
j,l

ql
i

,

ki,j∑

l=1

a
(i)
j,l

ql
i


×

j0∏

j=1




ki0,j−1∑

l=1

a
(i0)
j,l

ql
i0

,

ki0,j∑

l=1

a
(i0)
j,l

ql
i0


×

×
[

Θ∑

l=1

a
(i0)
j0+1,l

ql
i0

,

Θ∑

l=1

a
(i0)
j0+1,l

ql
i0

+
1

qΘ
i0

)
×

s∏

j=w1+···+wi0−1+j0+2

[0, 1).
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We define
R̃N :=

⋃

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

I(ζ̃(i0, j0, Θ))

and J̃N := JN ∪ R̃N . With this definition we have I ⊆ J̃N .
Finally, for any string K, we use the following short notation.

P (K) :=

v∏

i=1

wi∏

j=1

q
−ki,j

i .

In particular,

P (ζ(i0, j0)) =

i0−1∏

j=1

wi∏

j=1

q
−ki,j

i ·
j0∏

j=1

q
−ki0,j

i0

and
P (ζ̃(i0, j0, θ)) = P (ζ(i0, j0))q

−θ
i0

.

We can now formulate the following upper bound.

Theorem 2 Let (xn)n≥0 be a digital (L,F, s)-sequence in bases ((q1, w1), . . . , (qv, wv))
with finite L and finite F-parameters. Then for the star discrepancy D∗

N of the first N
elements of the sequence we have

D∗
N ≤ 2c

N

∑

K

Q(K)≤N

Q(K)P (K) + c
∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

P
(
ζ̃(i0, j0, Θ)

)
,

where c =
∏v

i=1 qwi

i .

Proof. We use the notation from above and consider A(I) − Nλ(I), where

A(I) := #{n : 0 ≤ n < N, xn ∈ I}.

As JN ⊆ I ⊆ J̃N , we have

A(JN) − Nλ(JN) − Nλ
(
R̃N

)
≤ A(I) − Nλ(I) ≤ A

(
J̃N

)
− Nλ(JN)

and as for any string K the inequality λ(I(K)) ≤ cP (K) holds we have

λ
(
R̃N

)
≤ c

∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

P
(
ζ̃(i0, j0, Θ)

)
,

where, here and in the following, c =
∏v

i=1 qwi

i .
For any interval I(K) with Q(K) ≤ N we have, like in the proof of Theorem 1, the

following. If for any positive integer z we consider those n satisfying

0 ≤ n < zQ(K),

10



then I(K) contains xn for exactly

z
Q(K)

∏v
i=1

∏wi

j=1 q
ki,j

i

v∏

i=1

wi∏

j=1

a
(i)
j,ki,j

= zQ(K)λ(I(K))

values of n.
Hence,

A(JN) ≥
∑

K

Q(K)≤N

(
N

Q(K)
− 1

)
Q(K)λ(I(K)) = Nλ(JN ) −

∑

K

Q(K)≤N

Q(K)λ(I(K)),

and
A(I) − Nλ(I) ≥ −

∑

K

Q(K)≤N

Q(K)λ(I(K)) − Nc
∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

P
(
ζ̃(i0, j0, Θ)

)
.

On the other hand,

A
(
J̃N

)
= A(JN) + A

(
R̃N

)

≤
∑

K

Q(K)≤N

(
N

Q(K)
+ 1

)
Q(K)λ(I(K)) + A

(
R̃N

)

= Nλ(JN ) +
∑

K

Q(K)≤N

Q(K)λ(I(K)) + A
(
R̃N

)
.

Furthermore,

A
(
R̃N

)
≤

∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

(
N

Q
(
ζ̃(i0, j0, Θ)

) + 1

)
Q
(
ζ̃(i0, j0, Θ)

)
λ
(
I(ζ̃(i0, j0, Θ))

)

= Nλ
(
R̃N

)
+

∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

Q
(
ζ̃(i0, j0, Θ)

)
λ
(
I(ζ̃(i0, j0, Θ))

)
,

hence,

A(I) − Nλ(I) ≤
∑

K

Q(K)≤N

Q(K)λ(I(K)) +
∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

Q
(
ζ̃(i0, j0, Θ)

)
λ
(
I(ζ̃(i0, j0, Θ))

)

+Nc
∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

P
(
ζ̃(i0, j0, Θ)

)
.

We use the relation λ(I(K)) ≤ cP (K) for each string in the first and the second sum
and obtain

A(I) − Nλ(I) ≤ c
∑

K

Q(K)≤N

Q(K)P (K) + c
∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

Q
(
ζ̃(i0, j0, Θ)

)
P (ζ̃(i0, j0, Θ))
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+Nc
∑

i0,j0
ζ(i0,j0)

Q(ζ(i0,j0))≤N

P
(
ζ̃(i0, j0, Θ)

)
.

Now note that ζ̃(i0, j0, Θ) is also a string K with Q(K) ≤ N , hence the second
summand on the right hand side of the above inequality is at most as large as the first
summand and the result follows. 2

Example 1 To illustrate the result in Theorem 2, we apply it to the van der Corput-
Halton sequence. In this case we have v = s and wi = 1 for all i. For simplicity we write
here K = (k1, . . . , ks). As L(i)(ki) = ki for all i we obtain Q(K) = qk1

1 · · · qks
s and hence

we always have Q(K)P (K) = 1.
For all i0 we have j0 = 0 and

ζ(i0, j0) = (k1, . . . , ki0−1, 0, 0, . . . , 0).

We choose Θ maximal such that qk1
1 · · · qki0−1

i0−1 qΘ
i0

≤ N , i.e., qk1
1 · · · qki0−1

i0−1 qΘ+1
i0

> N, and
hence

P
(
ζ̃(i0, j0, Θ)

)
=

1

qk1
1 · · · qki0−1

i0−1 qΘ
i0

<
qi0

N
.

Overall, for the discrepancy D∗
N of the first N elements of the van der Corput-Halton

sequence we have

D∗
N ≤ 2c

N

∞∑

k1,...,ks=0

q
k1
1

···q
ks
s ≤N

1 +
c

N

(
max
1≤i≤s

qi

) ∞∑

k1,...,ks=0

q
k1
1

···q
ks
s ≤N

1 = O

(
(log N)s

N

)
,

which, concerning the order of magnitude in N , coincides with the best discrepancy
estimates for the van der Corput-Halton sequence known until now.

4 Uniform distribution of subsequences of digital (L,F, s)-

sequences

In the following, we try to classify which subsequences of van der Corput-Halton sequences
or of digital (T, s)-sequences are uniformly distributed.

First of all, we note that for digital (T, s)-sequences with unbounded L-parameters
we cannot give an answer to this question, even in some of the most elementary cases, as
we can see from the following example.

Example 2 Consider the digital (0, 1)-sequence (xn)n≥0 over Z2 generated by a matrix
of the form

C =




1 γ1 γ2 γ3 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...

...
...

...
. . .




,

where γ1, γ2, . . . are in Z2.
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A necessary condition for the subsequence (x3n)n≥0 to be uniformly distributed modulo
one is that

lim
N→∞

1

N
#{n : 0 ≤ n < N, x3n ∈ [0, 1/2)} =

1

2
,

i.e.,

lim
M→∞

1

M
#{n : 0 ≤ n < M, n ≡ 0 (mod 3) and sγ,2(n) ≡ 0 (mod 2)} =

1

6
,

which, as already discussed in Section 2, is not solved until now for general sequences of
weights γ. The special case γ = (1)j≥0 is, as an example, discussed in Section 7.

As demonstrated by our example, we have to, quite naturally, restrict our investiga-
tions to the case of finite L-parameters. We now show our main result concerning the
distribution of subsequences of digital (L,F, s)-sequence with finite L-and F-parameters.

Theorem 3 Let (xn)n≥0 be a digital (L,F, s)-sequence in bases ((q1, w1), . . . , (qv, wv))
with finite L- and F-parameters.

(a) Let (kn)n≥0 be a sequence of nonnegative integers. If for all positive integers d
the sequence (kn)n≥0 is uniformly distributed modulo (q1 · · · qv)

d, then (xkn
)n≥0 is

uniformly distributed in [0, 1)s.

(b) The condition given in (a) for (kn)n≥0 is also a necessary condition for the uniform

distribution of (xkn
)n≥0, if and only if wi = 1 for all i and C

(i)
1 is a lower triangular

matrix for all i.

Before we give the proof of Theorem 3, we state some remarks and exhibit a few
examples.

Remark 2 The condition on (kn)n≥0 for (xkn
)n≥0 to be uniformly distributed is not nec-

essary in general. Consider, for example, the digital (1, 1)-sequence (xn)n≥0 over Z2 gen-
erated by

C =




0 1 0 0 0 . . .
0 0 1 0 0 . . .
0 0 0 1 0 . . .
0 0 0 0 1 . . .
...

...
...

...
...

. . .




.

Here, the subsequence (x2n)n≥0 is just the uniformly distributed van der Corput sequence,
however, the integer sequence (kn)n≥0 = (2n)n≥0 is not uniformly distributed modulo 2.

Remark 3 Note that, in the case of the van der Corput-Halton sequence, the conditions
in Theorem 3 (b) are satisfied, i.e., a subsequence (xkn

)n≥0 of the van der Corput-Halton
sequence (xn)n≥0 is uniformly distributed modulo one if and only if (kn)n≥0 is uniformly
distributed modulo (q1 · · · qv)

d for all positive integers d.

Remark 4 It can be shown that, in the case of the van der Corput-Halton sequence,
Theorem 3 holds true even if q1, . . . , qs are pairwise coprime but the qi are not necessarily
primes.
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Let us discuss some further examples.

Example 3 (a) Let (xn)n≥0 be as above. If the sequence K = (kn)n≥0 of nonnegative
integers is increasing and if K has density one, then it can be shown easily that
(kn)n≥0 is uniformly distributed in Z and hence (xkn

)n≥0 is uniformly distributed
modulo one by Theorem 3 (a).

(b) If kn = un + v and (xn)n≥0 as above, then (xun+v)n≥0 is uniformly distributed if
gcd(u, q1 · · · qv) = 1.

(c) If (xn)n≥0 is as in Theorem 3 (b), then (xun+v)n≥0 is uniformly distributed if and
only if gcd(u, q1 · · · qv) = 1. This result holds, for example, for the van der Corput-
Halton sequence.

(d) If (xn)n≥0 is as in Theorem 3 (b), then for any integer α ≥ 2 the sequence (xnα)n≥0

is not uniformly distributed modulo one.

Example 4 If kn = pn+1, the (n + 1)-st prime, then in general, (xpn
)n≥1 is not uni-

formly distributed modulo one. For example, for all the sequences (xn)n≥0 satisfying the
conditions in Theorem 3 (b) (which includes the van der Corput-Halton sequence), the
subsequence (xpn

)n≥1 is not uniformly distributed.
However, for the sequence (xn)n≥0 discussed in Remark 2, we indeed have uniform

distribution of (xpn
)n≥1 as will be seen in Section 5, where we will consider subsequences

of the type (xpn
)n≥1 in greater detail.

Of course we can give many further examples of uniformly distributed subsequences
(xkn

)n≥0. In the following example we focus on the one-dimensional van der Corput
sequence ωvdC in base q.

Example 5 Let (xn)n≥0 denote the van der Corput sequence in base q, q not necessarily
a prime. Then the following statements hold true:

1. Let Fn, n ∈ N0, denote the n-th Fibonacci number, i.e., F0 = 0, F1 = 1, F2 = 1, F3 =
3, . . .. Then the sequence (xFn

)n≥0 in base q is uniformly distributed modulo one if
and only if q = 5k for some k ∈ N.

2. Let Fn be as above. Then, in any base q, the sequence (x⌊log Fn⌋)n≥1 is uniformly
distributed modulo one.

3. Let ξ ∈ R \ Q or ξ = 1/d for some nonzero integer d. Then, in any base q, the
sequence (x⌊nξ⌋)n≥0 is uniformly distributed modulo one.

4. For an integer q̃ ≥ 2 and n ∈ N0 let seq(n) denote the q̃-ary sum-of-digits function.
Then, in any base q, the sequence (xseq(n))n≥0 is uniformly distributed modulo one.

Proof. 1. It was shown by Kuipers & Shiue [13], that if the Fibonacci numbers are
uniformly distributed modulo q, then q has to be a power of 5. Conversely, it has
been shown by Niederreiter [18], that for any k ∈ N0 the Fibonacci sequence is
uniformly distributed modulo 5k. Now the result follows from these facts together
with Theorem 3 (together with Remark 4).

14



2. ¿From [12, Chapter 1, Theorem 3.3] it follows that the sequence
({

1
q
log Fn

})

n≥1

is uniformly distributed modulo one for every q ∈ N. Now it follows from [12,
Chapter 5, Theorem 1.4], that the sequence (⌊log Fn⌋)n≥1 is uniformly distributed
in Z. Hence the result follows from Theorem 3 (together with Remark 4).

3. Combine Theorem 3 with [12, Chapter 5, Theorem 1.5].

4. It was shown in [7, Théorème I] that for any integer q̃ ≥ 2 the sequence (seq(n))n≥0

is uniformly distributed in Z. Hence the result follows by Theorem 3 (together with
Remark 4).

2

For more examples of integer sequences which are uniformly distributed in Z, and
therefore for uniformly distributed subsequences of digital (L,F, s)-sequences with finite
L- and F-parameters, we refer to Kuipers & Niederreiter [12, Chapter 5].

We now give the proof of Theorem 3.

Proof. We use the notation and facts given in the proof of Theorem 1.

(a) We have seen in the proof of Theorem 1 that xkn
∈ I if and only if

kn ≡ ni (mod Q)

for some i ∈ {1, . . . , S}. Hence, (xkn
)n≥0 is uniformly distributed in [0, 1)s if and

only if for all d
(i)
j , j ∈ {1, . . . , wi}, i ∈ {1, . . . , v}, we have

lim
N→∞

1

N

S∑

l=1

#{n : 0 ≤ n < N, kn ≡ nl (mod Q)} =
S

Q
.

Note that we have S = S
((

d
(i)
j

))
, Q = Q

((
d

(i)
j

))
and nl = nl

((
d

(i)
j

))
, here.

Recalling that Q =
∏v

i=1 q
L(i)

“
d
(i)
1 ,...,d

(i)
wi

”

i , this condition is certainly satisfied if

lim
N→∞

1

N
{n : 0 ≤ n < N, kn ≡ l (mod qa1

1 · · · qav

v )} =
1

qa1
1 · · · qav

v

for all nonnegative integers l, a1, . . . , av holds, and this is satisfied if and only if
(kn)n≥0 is uniformly distributed modulo (q1 · · · qv)

d for all d ∈ N.

(b) If in the proof of Part (a) the value of S equals 1 for all choices of d
(i)
j , j ∈ {1, . . . , wi},

i ∈ {1, . . . , v}, then the uniform distribution of (kn)n≥0 modulo (q1 · · · qv)
d for all d

is also a necessary condition.

The condition that S equals 1 in all cases is satisfied if and only if Q =
∏v

i=1

∏wi

j=1 q
d
(j)
i

i ,
i.e., if and only if

d
(i)
1 + · · · + d(i)

wi
= L(i)

(
d

(i)
1 , . . . , d(i)

wi

)

for all i, and all choices of d
(i)
1 , . . . , d

(i)
wi . In particular, we have

L(i)
(
0, . . . , 0, d

(i)
j , 0, . . . , 0

)
= d

(i)
j , i.e., each of the C

(i)
j is a lower triangular ma-

trix. So, if for some i we had wi ≥ 2, then F (i)(1, 1, . . . , 1) = +∞. Hence, wi = 1

for all i and C
(i)
1 is a lower triangular matrix for all i.

2
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5 Digital (L,F, s)-sequences indexed by primes

As already pointed out in Example 4 of Section 4, the subsequence (xpn
)n≥0 of the van

der Corput sequence (xn)n≥0 in base q ≥ 2 is not uniformly distributed. The main reason
for this fact is that the sequence of primes is not uniformly distributed modulo q.

However, if we “eliminate”, in every dimension, the first digit in the expansion of n
when generating the n-th point, and then “blow up” the resulting point by a factor equal
to the base of the digital sequence, then we again have uniform distribution.

The “elimination” of the first digit can be systematically done by inserting an all-zero-
column as the first column in each of the generating matrices.

For the van der Corput-Halton sequence (xn)n≥0 in bases (q1, . . . , qs) this means that

we consider the sequence x̃n =
(
x̃

(1)
n , . . . , x̃

(s)
n

)
with x̃

(i)
n =

{
qix

(i)
n

}
. Here, {y} denotes

the fractional part of a real number y.
We have the following general result.

Theorem 4 Let (xn)n≥0 be a digital (L,F, s)-sequence in bases ((q1, w1), . . . , (qv, wv))
with finite L- and F-parameters and assume that the first column of each of the generating
matrices of the sequence consists only of zeros.

Let (kn)n≥0 be a subsequence of nonnegative integers, then the following statement
holds.

If, for all nonnegative integers, D1, . . . , Dv, the sequence

(⌊
kn

q1

⌋
, . . . ,

⌊
kn

qv

⌋)

n≥0

is uniformly distributed modulo
(
qD1
1 , . . . , qDv

v

)
, then (xkn

)n≥0 is uniformly distributed mod-
ulo one.

Proof. The result follows almost immediately by following the proofs of Theorems 1 and 3.
In fact, just note that if we consider, for a single i, the system (3) in the proof of Theorem

1, then since the first column of C̃(i)
(
d

(i)
1 , . . . , d

(i)
wi

)
always is the all-zero-column, with

any solution (
n

(i)
0 , . . . , n(i)

vi
, 0, . . . , 0

)⊤

of (3) (for a certain i), also

(
a, n

(i)
1 , . . . , n(i)

vi
, 0, . . . , 0

)⊤
,

where a is arbitrary in {0, 1, . . . , qi − 1} is a solution of (3) for the same i.

Thus, the q
L(i)

“
d
(i)
1 ,...,d

(i)
wi

”

i /q
d
(i)
1 +···+d

(i)
wi

i solutions n of (3) (for our fixed i) satisfying

0 ≤ n < q
L(i)

“
d
(i)
1 ,...,d

(i)
wi

”

i are uniquely determined by q
L(i)

“
d
(i)
1 ,...,d

(i)
wi

”

i /q
d
(i)
1 +···+d

(i)
wi

+1

i differ-

ent vectors (n
(i)
1 , . . . , n

(i)
vi ). Moreover, a given n is a solution of the whole system (3) if

and only if

⌊
n

qi

⌋
≡ n

(i)
1 + n

(i)
2 qi + · · · + n(i)

vi
qvi−1
i (mod q

L(i)
“
d
(i)
1 ,...,d

(i)
wi

”
−1

i )
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for all i for some admissible choice of (n
(i)
1 , . . . , n

(i)
vi ).

Hence, for any subsequence (kn)n≥0 of the nonnegative integers it suffices to request
that (⌊

kn

q1

⌋
, . . . ,

⌊
kn

qv

⌋)

n≥0

is uniformly distributed modulo (qD1
1 , . . . , qDv

v ) for all D1, . . . , Dv ∈ N0. 2

Corollary 1 Let (xn)n≥0 be a digital (L,F, s)-sequence in bases ((q1, w1), . . . , (qv, wv))
with finite L- and F-parameters and assume that the first column of each of the generating
matrices consists only of zeros. Then (xpn

)n≥1, where pn is the n-th prime number, is
uniformly distributed modulo one.

Let us give another example before we prove the corollary.

Example 6 Let xn =
(
x

(1)
n , . . . , x

(s)
n

)
be the van der Corput-Halton sequence, then the

sequence of
x̃pn

=
(
x̃(1)

pn
, . . . , x̃(s)

pn

)

with x̃
(i)
l :=

{
qix

(i)
l

}
, for n ≥ 1, is uniformly distributed in [0, 1)s. A discrepancy estimate

for this sequence in dimension s = 1 is given in the subsequent Theorem 7.

We now give the proof of the Corollary 1.

Proof. The result basically follows from Theorem 4 and from Dirichlet’s theorem on primes
in arithmetic progressions. Indeed, for given D̃1, . . . , D̃v and u with gcd(u, q1 · · · qv) = 1 ,
by Dirichlet’s theorem we have

lim
N→∞

1

N
#
{
n : 1 ≤ n ≤ N, pn ≡ u (mod q

eD1
1 · · · q eDv

v )
}

=
1

ϕ
(
q

eD1
1

)
· · ·ϕ

(
q eDv
v

) .

For given u1, . . . , uv with gcd(ui, qi) = 1, the relation

(⌊
pn

q1

⌋
, . . . ,

⌊
pn

qv

⌋)
≡ (u1, . . . , uv) (mod

(
qD1
1 , . . . , qDv

v

)
)

means

(pn, . . . , pn) ≡ (q1u1 + τ1, . . . , qvuv + τv) (mod
(
qD1+1
1 , . . . , qDv+1

v

)
)

for some τj ∈ {1, . . . , qj − 1}, i.e.,

pn ≡ j(τ1, . . . , τv) (mod qD1+1
1 · · · qDv+1

v )

for one of altogether (q1 − 1) · · · (qv − 1) admissible values j(τ1, . . . , τv).
Hence,

lim
N→∞

1

N
#

{
n : 1 ≤ n ≤ N,

(⌊
pn

q1

⌋
, . . . ,

⌊
pn

qv

⌋)
≡ (u1, . . . , uv) (mod

(
qD1
1 , . . . , qDv

v

)
)

}

= lim
N→∞

1

N

∑

j(τ1,...,τv)

#
{
n : 1 ≤ n ≤ N, pn ≡ j(τ1, . . . , τv) (mod qD1+1

1 · · · qDv+1
v )

}
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= (q1 − 1) · · · (qv − 1)
1

ϕ
(
qD1+1
1

)
· · ·ϕ (qDv+1

v )

=
1

qD1
1 · · · qDv

v

.

By Theorem 4, the result follows. 2

6 Some discrepancy estimates for subsequences

In this section, we give some discrepancy estimates for special subsequences of van der
Corput and van der Corput-Halton sequences. Note that only in this section, we do not
necessarily assume that the bases of the sequences considered are prime. Our first theorem
in this section gives a precise result on subsequences of van der Corput sequences indexed
by arithmetic progressions.

Theorem 5 Let ωvdC be the van der Corput sequence in base q (not necessarily a prime).
Let u, v ∈ Z with u 6= 0 and gcd(u, q) = 1. Further define kn = un+v. Then the sequence
ω = (xkn

)n≥0 is a (0, 1)-sequence in base q and

D∗
N(ω) ≤ D∗

N(ωvdC) ≤ cq
log N

N
+

bq

N
for all N ∈ N,

where cq, bq > 0 are constants depending only on the base q and

cq =

{
q2

4(q+1) log q
if q is even,

q−1
4 log q

if q is odd.

Proof. Assume that gcd(u, q) = 1. Then it follows that for m ∈ N0 and A ∈ {0, . . . , qm−1}
the congruence un+v ≡ A (mod qm) has a unique solution modulo qm. Therefore, for each
l ≥ 0, m > 0 and a ∈ {0, . . . , qm−1}, we have that in the set {xkn

: lqm ≤ n < (l+1)qm}
exactly one point is contained in the interval [a/qm, (a + 1)/qm). Hence, the sequence
(xkn

)n≥0 is a (0, 1)-sequence in base q (see Remark 1).
It was shown in [11] that among all (0, 1)-sequences in base q the van der Corput se-

quence in base q has the worst star discrepancy. The upper bound for the star discrepancy
of the van der Corput sequence was shown by Faure in [6]. 2

A natural question to ask when considering the result in Theorem 5 is: can these
results be generalized to the case of the s-dimensional van der Corput-Halton sequence?
The answer to this question is twofold. On the one hand, we will show in the subse-
quent theorem that the star discrepancy of the first N points of subsequences indexed
by arithmetic progressions is of order O ((log N)s/N) which is one might expect. On the
other hand, so far we have not been able to show more precise discrepancy estimates; this
question remains open for future research.

Theorem 6 Let (xn)n≥0 be the van der Corput-Halton sequence in relatively prime bases
q1, . . . , qs. Furthermore, let u ∈ N with gcd(u, qi) = 1 for all i ∈ {1, . . . , s} and let
kn = un. Then the sequence ω = (xkn

)n≥0 satisfies

D∗
N(ω) ≤ 2

s∏

i=1

qi − 1

log qi

(log N)s

N
+ O

(
(log N)s−1

N

)
,
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where the implied factor in the O-notation is independent of N , but depends on q1, . . . , qs,
u and s.

Proof. The result follows from an adaption of the proof of the well known discrepancy
estimate for the classical van der Corput-Halton sequence as, for example, presented in
[10]. We omit the tedious but not difficult details. 2

Finally we give some discrepancy estimates for subsequences of the modified one-
dimensional van der Corput sequence (as defined in Example 6) indexed by primes.

Theorem 7 Let (xn)n≥0 be the van der Corput sequence in prime base q. Moreover, let ω
denote the sequence ({qxp})p∈P, where P is the sequence of primes (in increasing order).
Then for any k > 0 we have

D∗
N(ω) = Ok

(
1

(log N)k

)
,

where the involved constant in the O-notation depends on k. If the Extended Riemann
Hypothesis holds true, then we even have

D∗
N(ω) = O

(
(log N)3/8

N1/4

)
.

For the proof of Theorem 7 we need the following results. For further information see
[2] and the references therein.

Lemma 1 Let li(x) =
∫ x

2
dt

log t
and λ(x) = (log x)3/5(log log x)−1/5. For x → ∞ we have

π(x) = li(x) + O
(
xe−cλ(x)

)
. (5)

and for each n such that gcd(a, n) = 1 we have that for every k > 0 there exists a c > 0
for which

#{p : p ≤ x, p ≡ a (mod n)} =
li(x)

ϕ(n)
+ O

(
xe−c

√
log x
)

, (6)

uniformly for n ≤ (log x)k.
If the Riemann Hypothesis holds, then we have

π(x) = li(x) + O
(√

x log x
)
, (7)

and if the Extended Riemann Hypothesis holds, then we even have

#{p : p ≤ x, p ≡ a (mod n)} =
li(x)

ϕ(x)
+ O

(√
x(log x + log n)

)
. (8)

Now we give the proof of Theorem 7.
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Proof. We will estimate the star discrepancy of the sequence ω∗ := ({qxp}) p∈P

p>q
. Prepend-

ing the finite sequence ({qxp}) p∈P

p≤q
changes the star discrepancy D∗

N by a term of order

1/N only.
For p > q we have {qxp} = qxp − ζ0(p) where ζ0(p) is the first digit in the q-adic

expansion of p. Hence we consider the sequence (qxp − ζ0(p)) p∈P

p>q

and estimate its star

discrepancy. We start with an elementary interval of the form [a/qm, (a + 1)/qm).
Let p ∈ P, p > q with q-adic expansion p = ζ0(p) + ζ1(p)q + ζ2(p)q2 + · · · . Hence,

qxp − ζ0(p) = ζ1(p)
q

+ ζ2(p)
q2 + · · · . Choose m ∈ N0 and a ∈ {0, 1, . . . , qm − 1}. Then we

have qxp − ζ0(p) ∈ [a/qm, (a + 1)/qm) if and only if p ≡ Bq,ζ0(p)(a) (mod qm+1), where
Bq,ζ0(p)(a) = ζ0(p) + am−1q + · · · + a0q

m for a = a0 + a1q + · · · + am−1q
m−1. Note that

ζ0(p) ∈ {1, . . . , q − 1} since p ∈ P and p > q. Hence we have gcd(Bq,ζ0(p)(a), q) = 1 for all
a and all p > q. Let pn denote the n-th prime number and let n∗ be the minimal positive
integer with pn∗ > q. Then we have

# {n : n∗ ≤ n < N + n∗, qxpn
− ζ0(pn) ∈ [a/qm, (a + 1)/qm)}

=

q−1∑

ζ0=1

#
{
n : n∗ ≤ n < N + n∗, pn ≡ ζ0 (mod q) and pn ≡ Bq,ζ0(a) (mod qm+1)

}

=

q−1∑

ζ0=1

#
{
n : n∗ ≤ n < N + n∗, pn ≡ Bq,ζ0(a) (mod qm+1)

}
.

For any integer B we have

#
{
n : n∗ ≤ n < N + n∗, pn ≡ B (mod qm+1)

}
=

= #
{
p : pn∗ ≤ p ≤ pN+n∗−1, p ≡ B (mod qm+1)

}

= #
{
p : p ≤ pN+n∗−1, p ≡ B (mod qm+1)

}

−#
{
p : p < pn∗ , p ≡ B (mod qm+1)

}
.

Thus, the number of points A([a/qm, (a+1)/qm), N, ω∗) among the first N points from
ω∗ that fall into our given interval is

A

([
a

qm
,
a + 1

qm

)
, N, ω∗

)
=

q−1∑

ζ=1

#{p : p ≤ pN+n∗−1, p ≡ Bq,ζ(a) (mod qm+1)} + O (1) .

Choose k > 0 and assume that qm+1 ≤ (log pN+n∗−1)
k. From Lemma 1, Eq. (5) and Eq.

(6), we obtain

A

([
a

qm
,
a + 1

qm

)
, N, ω∗

)
/N

=

q−1∑

ζ=1

[
li(pN+n∗−1)

N

1

qm(q − 1)
+ O

(pN+n∗−1

N
e−c

√
log pN+n∗−1

)]

=
li(pN+n∗−1)

N · qm
+ O

(pN+n∗−1

N
e−c

√
log pN+n∗−1

)

=
π(pN+n∗−1) + O

(
pN+n∗−1e

−ecλ(pN+n∗−1)
)

N · qm
+ O

(pN+n∗−1

N
e−c

√
log pN+n∗−1

)
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=
1

qm
+ O

(pN+n∗−1

N
e−c

√
log pN+n∗−1

)
.

Therefore, for qm+1 ≤ (log pN+n∗−1)
k we have

∣∣∣∣
A ([a/qm, (a + 1)/qm) , N, ω∗)

N
− 1

qm

∣∣∣∣ = O
(pN+n∗−1

N
e−c

√
log pN+n∗−1

)

(note that here c = c(k)).
Now let [0, α) ⊂ [0, 1) and let α ∈ [a/qm, (a + 1)/qm). Then we have

A([0, a/qm), N, ω∗)

N
− a + 1

qm
≤ A([0, α), N, ω∗)

N
− α ≤ A([0, (a + 1)/qm), N, ω∗)

N
− a

qm

and hence∣∣∣∣
A([0, α), N, ω∗)

N
− α

∣∣∣∣ ≤ 1

qm
+ max

0≤a<qm

∣∣∣∣
A([0, a/qm), N, ω∗)

N
− a

qm

∣∣∣∣

≤ 1

qm
+ max

0≤a<qm

a−1∑

b=0

∣∣∣∣
A([b/qm, (b + 1)/qm), N, ω∗)

N
− 1

qm

∣∣∣∣

=
1

qm
+ qmO

(pN+n∗−1

N
e−c

√
log pN+n∗−1

)

=
1

qm
+ qmO

(
(log N) e−c

√
log N+log log N

)
,

as for the n-th prime we have pn = (1 + o(1))n log n which is equivalent to the prime
number theorem.

Now choose m such that qm+1 ≤ (log pN+n∗−1)
k < qm+2. Then we obtain

∣∣∣∣
A([0, α), N, ω∗)

N
− α

∣∣∣∣

≤ q2

(log pN+n∗−1)k
+ (log pN+n∗−1)

kO
(
(log N) e−c

√
log N+log log N

)

= O

(
1

(log N)k

)
,

uniformly for all α ∈ [0, 1), where the involved constant in the O-notation depends on k.
This concludes the first part of the proof.

Now assume that the Extended Riemann Hypothesis holds. We proceed as above but
now we may use Eq. (7) and Eq. (8) from Lemma 1. Then we obtain

∣∣∣∣
A ([a/qm, (a + 1)/qm) , N, ω∗)

N
− 1

qm

∣∣∣∣ = O

(√
log N

N
(log N + log qm)

)
. (9)

Let [0, α) ⊂ [0, 1). As above, but now using inequality (9), we obtain
∣∣∣∣
A([0, α), N, ω∗)

N
− α

∣∣∣∣ ≤
1

qm
+ qmO

(√
log N

N
(log N + log qm)

)
.

Choose m such that qm ≤ N1/4(log N)−3/8 < qm+1. Then we obtain
∣∣∣∣
A([0, α), N, ω∗)

N
− α

∣∣∣∣ = O

(
(log N)3/8

N1/4

)

uniformly for all α ∈ [0, 1) and the result follows. 2
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7 On sequences generated by matrices with infinite

row length: an example

In the preceding sections we have given a detailed analysis of the sequences generated
by matrices with finite row length and their subsequences. We already have pointed out
several times before that the problem becomes essentially harder if the generating matrices
also have rows with infinitely many entries different from zero.

To give at least some results for this kind of sequences, and to motivate further research
in this direction, we consider the simplest examples of this type in this section.

First, for primes q1 6= q2 we discuss uniform distribution of the two-dimensional se-
quence ν generated by the matrices

D1 :=




1 0 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...

...
...

...
. . .




∈ Z∞×∞
q1

and D2 :=




1 1 1 1 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...

...
...

...
. . .




∈ Z∞×∞
q2

.

Further, let γ = (γi)i≥1 in Zq. Then we will study the circumstances under which a
subsequence of the one-dimensional sequence generated by a matrix

E(γ) :=




1 γ1 γ2 γ3 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 0 0 1 . . .
...

...
...

...
. . .




∈ Z∞×∞
q

is uniformly distributed in [0, 1). We shall refer to this sequence as σ(γ) in the following.

Theorem 8 The sequence ν = (xn)n≥0 defined above is uniformly distributed in [0, 1)2.

Proof. Let a, b be integers with 0 ≤ a < qd1
1 and 0 ≤ b < qd2

2 and let

I =

[
a

qd1
1

,
a + 1

qd1
1

)
×
[

b

qd2
2

,
b + 1

qd2
2

)
⊆ [0, 1)2.

We need to show that

lim
N→∞

1

N
#{n : n ≤ N, xn ∈ I} =

1

qd1
1 qd2

2

.

Let a = ad1−1 + ad1−2q1 + · · ·+ a0q
d1−1
1 and b = bd2−1 + bd2−2q2 + · · · + b0q

d2−1
2 . Then, for

n = n
(i)
0 + n

(i)
1 qi + n

(i)
2 q2

i + · · · , i ∈ {1, 2}, we have xn ∈ I if and only if

D1 ·




n
(1)
0

n
(1)
1

n
(1)
2
...


 =




a0
...

ad1−1
...


 and D2 ·




n
(2)
0

n
(2)
1

n
(2)
2
...


 =




b0
...

bd2−1
...


 ,
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i.e., if and only if n ≡ ã (mod qd1
1 ) and sq2(n) ≡ b0 (mod q2) and n ≡ c+b1q2+b2q

2
2 +· · ·+

bd2−1q
d2−1
2 (mod qd2

2 ) for some c ∈ {0, . . . , q2 − 1}, where ã = a0 + a1q1 + · · ·+ ad1−1q
d1−1
1

and where sq2(n) := n
(2)
0 + n

(2)
1 + · · · denotes the (unweighted) sum-of-digits function of

n in base q2.
This means that for a certain α(c) ∈

{
0, 1, . . . , qd1

1 qd2
2 − 1

}
,

n ≡ α(c) (mod qd1
1 qd2

2 ) and sq2(n) ≡ b0 (mod q2).

By a result of Gel’fond [7], see also Solinas [22] and its generalization given on page
150 of [22], we have

lim
N→∞

1

N
#
{
n : n ≤ N, n ≡ α(c) (mod qd1

1 qd2
2 ) and sq2(n) ≡ b0 (mod q2)

}
=

1

qd1
1 qd2+1

2

for each c ∈ {0, . . . , q2 − 1}. Hence,

lim
N→∞

1

N
#{n : n ≤ N, xn ∈ I} =

1

qd1
1 qd2

2

and the result follows. 2

Remark 5 Gel’fond [7] even gave an error term in the above limit. Using this more

exact result we can easily find that D∗
N (ν) = O

(
N− 1

2
+λ
)

for some λ < 1/2.

Finally, we consider subsequences of the sequence σ(γ).

Theorem 9 Let γ = (γi)i≥1 be a sequence in Zq and let the sequence σ(γ) = (xn)n≥0 be
defined as above. Furthermore, let (kn)n≥0 be a subsequence of N0.

Then the sequence (xkn
)n≥0 is uniformly distributed modulo one if and only if for every

m ∈ N, every α ∈ {0, . . . , qm−1 − 1}, and every β ∈ {0, 1, . . . , q − 1} we have

lim
N→∞

1

N
#
{
n : n ≤ N, ⌊kn/q⌋ ≡ α (mod qm−1) and sγ,q(kn) ≡ β (mod q)

}
=

1

qm
.

(10)
Here, for n = n0 + n1q + n2q

2 + · · · , sγ,q(n) denotes the γ-weighted sum-of-digits of n in
base q, i.e. sγ,q(n) = n0 + γ1n1 + γ2n2 + · · · .

Proof. Let I =
[

a
qm , a+1

qm

)
with a = am−1 + am−2q + · · · + a0q

m−1. We need to show that

lim
N→∞

1

N
#{n : n ≤ N, xkn

∈ I} =
1

qm

for all m ∈ N and 0 ≤ a < qm if and only if (10) holds.
We have xn ∈ I for n = n0 + n1q + · · · if and only if

sγ,q(n) ≡ a0 (mod q) and ni ≡ ai (mod q) for all i ∈ {1, . . . , m − 1}.
This is equivalent to sγ,q(n) ≡ a0 (mod q) and

n ≡ am−1q
m−1 + · · · + a1q + c (mod qm) for some c ∈ {0, 1, . . . , q − 1}

which in turn is equivalent to

sγ,q(n) ≡ a0 (mod q) and

⌊
n

q

⌋
≡ am−1q

m−2 + · · · + a1 (mod qm−1).

The result follows. 2
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Example 7 Let kn = un + v with u ≥ 2 and v ∈ {0, 1, . . . , u − 1} and gcd(u, q) = 1.
Then ⌊kn/q⌋ ≡ α (mod qm−1) means that

un + v ≡ qα + δ (mod qm)

for some δ ∈ {0, 1, . . . , q − 1}, i.e.,

un + v = uδ′ + v + wuqm

for some w, and δ′ = (qα+δ−v)u−1 (mod qm). Here, u−1 denotes the inverse of u modulo
qm. Hence, if for every d ∈ {0, 1, . . . , qm − 1} and every β ∈ {0, 1, . . . , q − 1} we have

lim
W→∞

1

W
# {w : w ≤ W, sγ,q (ud + v + wuqm) ≡ β (mod q)} =

1

q
,

then the subsequence (xun+v)n≥0 of σ(γ) is uniformly distributed modulo one.
For the special case γ = (1)j≥1, again by Theorem 1 in [22] and its generalization on

page 150 of [22], we obtain uniform distribution of (xun+v)n≥0 for all u with gcd(u, q) = 1
and all v.
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