
Projection Functions, Area Measures

and the Alesker-Fourier Transform

Felix Dorrek and Franz E. Schuster

Abstract. Dual to Koldobsky’s notion of j-intersection bodies, the class of
j-projection bodies is introduced, generalizing Minkowski’s classical notion
of projection bodies of convex bodies. A Fourier analytic characterization
of j-projection bodies in terms of their area measures of order j is
obtained. In turn, this yields an equivalent characterization of j-projection
bodies involving Alesker’s Fourier type transform on translation invariant
smooth spherical valuations. As applications of these results, several
basic properties of j-projection bodies are established and new non-trivial
examples are constructed.

1. Introduction

The Busemann–Petty problem was one of the most famous problems in
convex geometric analysis of the last century. It asks whether the volume of
an origin-symmetric convex body K in Rn is smaller than that of another such
body L, if all central hyperplane sections of K have smaller volume than those
of L. (Here and throughout the article, it is assumed that n ≥ 3.) After
more than 40 years and a long list of contributions it was shown that the
answer is affirmative if n ≤ 4 and negative otherwise (see [20, 22, 79] and
the references therein). The first crucial step in the final solution was taken by
Lutwak [56] and later refined by Gardner [19] who showed that the answer to
the Busemann–Petty problem is affirmative if and only if every origin-symmetric
convex body in Rn is an intersection body. This class of bodies first appeared
in Busemann’s definition of area in Minkowski geometry and has attracted
considerable attention in different subjects since the seminal paper by Lutwak
(see, e.g., [32, 35, 40, 42, 47, 55] and the books [21, 48, 49]).

Since its final solution, several variants of the original Busemann–Petty
problem have been investigated, each of which being related to a certain
generalization of the notion of intersection body in a similar way that Lutwak’s
intersection bodies are related to the Busemann–Petty problem (see [48, 49]).
Of particular interest in this paper is the following notion of j-intersection bodies
introduced by Koldobsky in 1999.

Definition ([46]) Let 1 ≤ j ≤ n− 1 and let D and M be origin-symmetric star
bodies in Rn. Then D is called the j-intersection body of M if

volj(D ∩ E⊥) = voln−j(M ∩ E)

for every n− j dimensional subspace E of Rn. The class of j-intersection bodies
is the closure in the radial metric of all j-intersection bodies of star bodies.
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When j = 1, the class of 1-intersection bodies coincides with the closure of
Lutwak’s intersection bodies. Also note that for j > 1, there may be star bodies
M for which a corresponding j-intersection body does not exist (cf. Theorem 1
below). However, if D is a j-intersection body of M for some 1 ≤ j ≤ n − 1,
then D is uniquely determined (see, e.g., [21, Corollary 7.2.7 ]).

Since their definition by Koldobsky, j-intersection bodies have become
objects of intensive investigations due to their connections to certain problems
from functional analysis ( [47, 62, 76]), asymptotic geometric analysis ( [50]),
and complex geometry ([51]), as well as important variants of the Busemann–
Petty problem ( [46, 59, 59, 77]). The fundamental result on j-intersection
bodies, which serves as starting point for most subsequent investigations, is the
following Fourier analytic characterization in terms of their radial functions.

Theorem 1 ( [46, 47]) Let 1 ≤ j ≤ n−1 and let D and M be origin-symmetric
star bodies in Rn. Then D is the j-intersection body of M if and only if

F−j ρ(D, ·)j =
(2π)n−jj

n− j
ρ(M, ·)n−j.

The operator F−j denotes the (distributional) spherical Fourier transform of
degree −j originating in the work of Koldobsky (see Section 2 for details). Note
that the ’if’ part of Theorem 1 is usually stated in the literature only for star
bodies with smooth radial functions. However, the arguments used in Section 4
of this paper show that this additional regularity assumption can be omitted.

Over the past decades, a remarkable correspondence between results about
sections of star bodies through a fixed point and those concerning projections of
convex bodies has asserted itself (see, e.g., the books [21, 48, 65]). Thereby, the
classical Brunn-Minkowski theory of convex bodies forms the ideal framework to
deal with problems about projections while the dual Brunn-Minkowski theory
of star bodies provides the natural setting for questions concerning sections. In
this sense, the notion of j-intersection bodies and Theorem 1 belong to the latter
dual theory. Surprisingly, so far no analogue of j-intersection bodies has been
thoroughly studied or even explicitly defined in the Brunn-Minkowski theory.
In this article, we set out to remedy this neglect.

Definition Let 1 ≤ j ≤ n − 1 and let K and L be origin-symmetric convex
bodies with non-empty interior in Rn. Then K is called the j-projection body
of L if

volj(K|E⊥) = voln−j(L|E)

for every n− j dimensional subspace E of Rn. The class of j-projection bodies
is the closure in the Hausdorff metric of all j-projection bodies of convex bodies.

2



When j = 1, the class of 1-projection bodies coincides with the closure of
Minkowski’s projection bodies of convex bodies which form a central notion in
convex geometric analysis (see, e.g., [1, 35, 53, 69] and the books [21, 65]).
We will see in Section 5 that, as in the case of j-intersection bodies, for j > 1,
there exist convex bodies L for which a corresponding j-projection body does
not exist. However, if K is a j-projection body of L for some 1 ≤ j ≤ n − 1,
then K is uniquely determined (see, e.g., [21, Theorem 3.3.6]).

Although for j > 1, the definition of j-projection bodies has not appeared
before, special cases and examples have been previously considered by several
authors (see [57, 58, 64, 66]) and we recall them in Section 5. The main goal of
this article, however, is to start a systematic investigation of j-projection bodies
of convex bodies. To this end, we not only establish a number of their basic
properties, such as, invariance under non-degenerate linear transformations, but
also obtain an array of new examples. These are based on our first main result
which is the following Fourier analytic characterization.

Theorem 2 Let 1 ≤ j ≤ n − 1 and let K and L be origin-symmetric convex
bodies with non-empty interior in Rn. Then K is the j-projection body of L if
and only if

F−j Sj(K, ·) =
(2π)n−jj

(n− j)
Sn−j(L, ·).

The Borel measures Sj(K, ·), 1 ≤ j ≤ n − 1, on Sn−1 are Aleksandrov’s
area measures of the convex body K (see Section 3 for details). Considering
the still not fully understood correspondence between results about sections and
projections, we want to emphasize the astounding analogy between Theorem 1
and Theorem 2, where in order to pass from the characterization of j-intersection
bodies to that of j-projection bodies, certain powers of radial functions simply
have to be replaced by their ’dual’ notion of area measures of the respective
orders. We also note here that the case j = 1 of Theorem 2 is equivalent
to a previously known relation between projection functions and the Fourier
transform of surface area measures (see, e.g., [52]).

Theorem 2 and a new relation between the spherical Fourier transform and
the Alesker-Fourier transform on spherical valuations (independently observed
very recently by Goodey, Hug, and Weil [31]) lead to another characterization
of j-projection bodies. In general, a valuation on the space Kn of convex bodies
in Rn is a map φ : Kn → A with values in an Abelian semigroup A such that

φ(K) + φ(L) = φ(K ∪ L) + φ(K ∩ L)

whenever K ∪ L is convex. Since scalar valuations (where A = R or C) are
on one hand intimately tied to the dissection theory of polytopes and on the
other hand a generalization of measures, they have played an important role in
discrete and integral geometry since the early 1900s (see, e.g., [65, Chapter 6]).
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Recent work of Alesker [4] and Bernig and Fu [12] uncovered natural product
and convolution structures on the space Val∞ of smooth translation invariant
valuations (precise definitions to follow) which were shown to encode important
kinematic formulas of sectional and additive type, respectively. This not only
prompted tremendous progress in integral geometry (see, e.g., [11, 13, 15, 17])
but also aided in the resolution of several old mysteries. For example, the Fourier
type transform discovered by Alesker [6],

F : Val∞j → Val∞n−j, 0 ≤ j ≤ n,

between spaces of smooth valuations of complementary degree intertwines the
product and convolution structures and, therefore, helped to explain the formal
similarities between sectional and additive kinematic formulas. Moreover, Bernig
and Hug [14] made critical use of the Alesker-Fourier transform on spherical
valuations to obtain new kinematic formulas for tensor valuations.

Spherical valuations correspond to spherical representations of the group
SO(n) (see Section 2 for details) and are not only crucial in the determination
of integral geometric formulas for tensor valuations but also in the study of
Minkowski valuations, that is, valuations with values in A = Kn with Minkowski
addition (see [70, 71]). Let Val∞,sph

j denote the subspace of smooth translation
invariant spherical valuations of degree j. Our second main result relates the
Alesker-Fourier transform on even spherical valuations with j-projection bodies.

Theorem 3 Let 1 ≤ j ≤ n − 1 and let K and L be origin-symmetric convex
bodies with non-empty interior in Rn. Then K is the j-projection body of L if
and only if

φ(K) = (Fφ)(L)

for all even φ ∈ Val∞,sph
j .

Note that Theorem 3 is much easier to prove when the subspace Val∞,sph
j is

replaced by the entire space Val∞j . The main point of Theorem 3, which also
relates it to Theorem 2, is to consider spherical valuations only.

Instead of spherical scalar valuations let us now consider translation invariant
and SO(n) equivariant even Minkowski valuations. Using Theorem 2 or 3, it
turns out that we can give a characterization of j-projection bodies in terms
of a single pair of such Minkowski valuations which are injective on origin-
symmetric convex bodies and related by the Alesker-Fourier transform in a sense
that we will make precise in Section 3. In the following corollary we exhibit one
such pair explicitly, namely Minkowski’s projection body operator of order j,
Πj : Kn → Kn, and the (renormalized) mean section operator of Goodey and
Weil [27–29], Mn−j : Kn → Kn (cf. Section 3 for definitions). However, at least
in principle, other pairs of Minkowski valuations could be substituted here.
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Corollary 4 Let 1 ≤ j ≤ n − 1 and let K and L be origin-symmetric convex
bodies with non-empty interior in Rn. Then K is the j-projection body of L if
and only if

ΠjK = Mn−jL.

The proofs of our main results will be presented in Section 4. The required
background material from harmonic analysis, convex geometry, and the theory
of valuations is the content of Sections 2 and 3. In Section 5, we establish general
properties of j-projection bodies, such as invariance under non-degenerate linear
transformations or the fact that a polytope can only be the j-projection body of
another polytope. We also review previously known examples in Section 5 and
construct a large family of new ones. In the final section, we relate j-intersection
bodies and j-projection bodies via a duality transform motivated by Theorems 1
and 2 and a celebrated result of Guan and Ma [37] on the Christoffel-Minkowski
problem. We also discuss two problems about j-projection bodies which are
dual to recently resolved questions about j-intersection bodies.

2. Background Material from Harmonic Analysis

In the following we recall some well known facts about representations of
the compact Lie group SO(n) and their applications in the study of integral
transforms of functions and measures on Grassmannians and the sphere.

Since the Lie group SO(n) is compact, all its irreducible representations
are finite-dimensional. Moreover, the equivalence classes of irreducible complex
representations of SO(n) are uniquely determined by their highest weights
(see, e.g., [45]) which, in turn, can be indexed by bn/2c-tuples of integers
(λ1, λ2, . . . , λbn/2c) such that{

λ1 ≥ λ2 ≥ . . . ≥ λbn/2c ≥ 0 for odd n,
λ1 ≥ λ2 ≥ . . . ≥ λn/2−1 ≥ |λn/2| for even n.

(2.1)

Throughout this article, we use ē ∈ Sn−1 to denote an arbitrary but fixed
point (the pole) of Sn−1 and we write SO(n− 1) for the stabilizer in SO(n) of ē.
An important notion for our purposes is that of spherical representations of
SO(n) with respect to SO(n− 1).

Definition Let H be a closed subgroup of SO(n). A representation of SO(n) on a
vector space V is called spherical with respect to H if there exists an H-invariant
non-zero v ∈ V , that is, ϑv = v for every ϑ ∈ H.

The main result about spherical representations of a compact Lie group G
concerns the left regular representation of G on the Hilbert space L2(G/H) of
square-integrable functions on the homogeneous space G/H (see, [72, p. 17]).
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However, we only require and state here the special case of this general result,
where G = SO(n) and H = SO(n − 1) and, consequently, the homogeneous
space G/H is diffeomorphic to the sphere Sn−1.

Theorem 2.1 Every subrepresentation of the left regular representation of
SO(n) on L2(Sn−1) is spherical with respect to SO(n − 1). Moreover, if V is
an SO(n) irreducible representation which is spherical with respect to SO(n−1),
then V is isomorphic to a subrepresentation of L2(Sn−1) and dimV SO(n−1) = 1.

Here and in the following, we denote by V G the subspace of G-invariant
vectors of a representation V of a group G.

Examples 2.2

(a) The decomposition of L2(Sn−1) into an orthogonal sum of SO(n)
irreducible subspaces is given by

L2(Sn−1) =
⊕
k∈N

Hn
k .

Here, Hn
k is the space of spherical harmonics of dimension n and degree k.

The highest weights associated with the spaces Hn
k are the bn/2c-tuples

(k, 0, . . . , 0), k ∈ N, and, by Theorem 2.1, every irreducible representation
of SO(n) which is spherical with respect to SO(n− 1) is isomorphic to one
of the spaces Hn

k .

A function or measure on Sn−1 which is SO(n−1) invariant is called zonal.
By Theorem 2.1, each spaceHn

k contains a 1-dimensional subspace of zonal
functions. This subspace is spanned by the function u 7→ P n

k (u · ē), where
P n
k ∈ C([−1, 1]) is the Legendre polynomial of dimension n and degree k.

Letting πk : L2(Sn−1)→ Hn
k denote the orthogonal projection, we write

f ∼
∞∑
k=0

πkf (2.2)

for the Fourier expansion of f ∈ L2(Sn−1). Recall that the Fourier series
in (2.2) converges to f in the L2 norm and that

(πkf)(v) = N(n, k)

∫
Sn−1

f(u)P n
k (u · v) du (2.3)

where N(n, k) = dimHn
k and integration is with respect to the SO(n)

invariant probability measure on Sn−1.

Since the orthogonal projection πk : L2(Sn−1) → Hn
k is self adjoint, it is

consistent, by (2.3), to extend it to the space M(Sn−1) of signed finite
Borel measures by

(πkµ)(v) = N(n, k)

∫
Sn−1

P n
k (u · v) dµ(u).
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It is not difficult to show that indeed πkµ ∈ Hn
k and that the Fourier

expansion

µ ∼
∞∑
k=0

πkµ

uniquely determines the measure µ ∈M(Sn−1).

(b) For 1≤j≤n−1, let Grj,n denote the Grassmann manifold of j-dimensional
subspaces of Rn and recall that

Grj,n ∼= SO(n)/S(O(j)×O(n− j)).

The space L2(Grj,n) is a sum of orthogonal SO(n) irreducible subspaces
with corresponding highest weights (λ1, . . . , λbn/2c) satisfying the following
two conditions (see, e.g., [45, Theorem 8.49]):{

λk = 0 for all k > min{j, n− j},
λ1, . . . , λbn/2c are all even.

(2.4)

Of particular importance for us is the subspace L2(Grj,n)sph of spherical
functions defined as the orthogonal sum of all SO(n) irreducible subspaces
in L2(Grj,n) which are spherical with respect to SO(n−1). By Theorem 2.1,
Example 2.2 (a), and (2.4),

L2(Grj,n)sph =
⊕
k∈N

Γ(2k,0,...,0),

where Γλ denotes the SO(n) irreducible subspace of L2(Grj,n) of highest
weight λ = (λ1, . . . , λbn/2c). Note that L2(Grj,n)sph is isomorphic as SO(n)
representation to the subspace of even functions in L2(Sn−1).

We now turn to convolution transforms of functions and measures on SO(n)
and the homogeneous spaces Sn−1 and Grj,n. These not only have the basic
integral transforms we require, such as cosine and Radon transforms, as special
cases but are also crucial in our discussion of Minkowski valuations in the next
section. In order to keep the exposition brief, we identify integrable functions
on SO(n), Sn−1, or Grj,n with absolutely continuous measures with respect to
the corresponding SO(n) invariant probability measures and, thus, state most
formulas for measures only.

First recall that the convolution µ ∗ σ of signed measures µ, σ on SO(n)
is defined as the pushforward of the product measure µ ⊗ σ by the group
multiplication m : SO(n) × SO(n) → SO(n), that is, µ ∗ σ = m∗(µ ⊗ σ) or,
more explicitly,∫

SO(n)

f(ϑ) d(µ ∗ σ)(ϑ) =

∫
SO(n)

∫
SO(n)

f(ηθ) dµ(η) dσ(θ), f ∈ C(SO(n)).
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For a measure µ on SO(n), let lϑµ and rϑµ denote the pushforward of µ by
the left and right translations by ϑ ∈ SO(n), respectively. We also often use
ϑµ := lϑµ for the left translation of µ. It follows from the definition of µ∗σ that

(lϑµ) ∗ σ = lϑ(µ ∗ σ) and µ ∗ (rϑσ) = rϑ(µ ∗ σ) (2.5)

for every ϑ ∈ G. Moreover, the convolution of measures on SO(n) is associative
but in general not commutative. In fact, if µ, σ are measures on SO(n), then

µ̂ ∗ σ = σ̂ ∗ µ̂,

where µ̂ denotes the pushforward of µ by the group inversion, that is,∫
SO(n)

f(ϑ) dµ̂(ϑ) =

∫
SO(n)

f(ϑ−1) dµ(ϑ), f ∈ C(SO(n)).

In order to define the convolution of measures on Sn−1 and Grj,n, we make
use of the diffeomorphisms

Sn−1 = SO(n)/SO(n− 1) and Grj,n = SO(n)/S(O(j)×O(n− j)).

Indeed, if H is a closed subgroup of SO(n), then there is a natural one-to-one
correspondence between measures on SO(n)/H and right H-invariant measures
on SO(n) (see, e.g., [35, 68] for a detailed description). Using this identification,
the convolution of measures on SO(n) induces a convolution product of measures
on SO(n)/H as follows: Let π : SO(n) → SO(n)/H denote the canonical
projection. The convolution of measures µ and σ on SO(n)/H is defined by

µ ∗ σ = π∗m∗(π
∗µ⊗ π∗σ), (2.6)

where π∗ and π∗ denote the pushforward and pullback by π, respectively. Note
that, by (2.5), definition (2.6) is consistent with the identification of measures
on SO(n)/H with right H-invariant measures on SO(n). In the same way, the
convolution of measures on different homogeneous spaces can be defined: Let
H1, H2 be two closed subgroups of SO(n) and denote by πi : SO(n)→ SO(n)/Hi,
i = 1, 2, the respective projections. If, say, µ is a measure on SO(n)/H1 and σ
a measure on SO(n)/H2, then

µ ∗ σ = π2∗m∗(π
∗
1µ⊗ π∗2σ),

defines a measure on SO(n)/H2.
Since the projection π : SO(n) → SO(n)/H is given by π(ϑ) = ϑĒ, where

H is the stabilizer in G of Ē ∈ SO(n)/H (note that we write ē instead of Ē
when H = SO(n− 1)), the convolution of a measure µ on SO(n) with the Dirac
measure δĒ on SO(n)/H yields

µ ∗ δĒ =

∫
H

rϑµ dϑ and δĒ ∗ µ =

∫
H

lϑµ dϑ. (2.7)
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Thus, δĒ∗µ is leftH-invariant, µ∗δĒ is rightH-invariant, and δĒ is the unique
rightneutral element for the convolution of measures on SO(n)/H. Generalizing
the notion of zonal measures on Sn−1, a left H-invariant measure on SO(n)/H
is called zonal. If µ and σ are measures on SO(n)/H, then, by (2.7),

µ ∗ σ = (µ ∗ δĒ) ∗ σ = µ ∗ (δĒ ∗ σ).

Consequently, for the convolution of measures on SO(n)/H, the right hand side
measure can always assumed to be zonal.

Before we discuss important specific examples, we recall one more critical
property of the convolution of measures on Sn−1. Using the identification of a
zonal measure µ on Sn−1 with a measure on [−1, 1] and the Funk-Hecke Theorem,
one can show (cf. [67]) that the Fourier expansion of σ ∗ µ is given by

σ ∗ µ ∼
∞∑
k=0

ank [µ] πkσ, (2.8)

where the numbers

ank [µ] = ωn−1

∫ 1

−1

P n
k (t) (1− t2)

n−3
2 dµ(t)

are called the multipliers of the convolution transform σ 7→ σ ∗ µ. Here, ωn−1 is
the surface area of the (n− 1)-dimensional Euclidean unit ball.

Examples 2.3

(a) Let 1 ≤ j ≤ n−1 and let | cos(E,F )| denote the cosine of the angle between
two subspaces E,F ∈ Grj,n (see, e.g., [30]). The cosine transform Cjµ of
a measure µ on Grj,n is the continuous function on Grj,n defined by

(Cjµ)(F ) =

∫
Grj,n

| cos(E,F )| dµ(E).

It is not difficult to show that

Cjµ = µ ∗ | cos(Ē, · )|, (2.9)

where Ē ∈ Grj,n again denotes the image of the identity under the
projection π : SO(n) → Grj,n. In particular, the cosine transform is
a linear and self-adjoint operator which is SO(n) equivariant and maps
smooth functions to smooth ones, that is,

Cj : C∞(Grj,n)→ C∞(Grj,n).

Moreover, since | cos(E,F )| = | cos(E⊥, F⊥)|, we have

(Cjµ)⊥ = Cn−jµ
⊥ (2.10)

where µ⊥ := ⊥∗µ denotes the pushforward of µ by the orthogonal
complement map ⊥ : Grj,n → Grn−j,n.
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It is a classical fact (see, e.g., [36, Chapter 3]) that the spherical cosine
transform C1 is injective and, thus, by (2.10), so is Cn−1. For 1 < j < n−1,
Goodey and Howard [24] first showed that the cosine transform Cj is not
injective. A precise description of its kernel was given by Alesker and
Bernstein [7]. However, Goodey and Zhang [30, Lemma 2.1] proved that
the restriction of Cj to spherical functions in L2(Grj,n)sph is injective and,
moreover, when restricted to the subspace of smooth spherical functions

C∞(Grj,n)sph := clC∞
⊕
k∈N

Γ(2k,0,...,0) (2.11)

the cosine transform Cj is bijective for every 1 ≤ i ≤ n − 1. Here, clC∞
denotes the closure in the C∞ topology.

(b) Let 1 ≤ i 6= j ≤ n− 1. For F ∈ Grj,n, we write GrFi,n for the submanifold
of Gri,n which comprises of all E ∈ Gri,n that contain (respectively, are
contained in) F . The Radon transform Ri,j : L2(Gri,n) → L2(Grj,n) is
defined by

(Ri,jf)(F ) =

∫
GrFi,n

f(E) dνFi (E),

where νFi is the unique invariant probability measure on GrFi,n. It is well
known that, for 1 ≤ i < j < k ≤ n− 1, we have

Ri,k = Rj,k ◦ Ri,j and Rk,i = Rj,i ◦ Rk,j

and that Rj,i is the adjoint of Ri,j. Using this latter fact, one can define
the Radon transform of a measure µ on Gri,n by∫

Grj,n

f(F ) d(Ri,jµ)(F ) =

∫
Gri,n

(Rj,if)(E) dµ(E), f ∈ C(Grj,n).

Also the Radon transform intertwines the orthogonal complement map.
More precisely,

(Ri,jµ)⊥ = Rn−i,n−jµ
⊥. (2.12)

For 1 ≤ i < j ≤ n − 1 let λi,j denote the probability measure on Grj,n
which is uniformly concentrated on the submanifold

{ϑĒ ∈ Grj,n : ϑ ∈ S(O(i)×O(n− i))}.
It is not difficult to show (see, e.g., [35]) that for measures µ on Gri,n and
ν on Grj,n, we have

Ri,jµ = µ ∗ λi,j and Rj,iν = ν ∗ λ̂i,j. (2.13)

In particular, the Radon transform is a linear SO(n) equivariant operator
which maps smooth functions to smooth ones, that is,

Ri,j : C∞(Gri,n)→ C∞(Grj,n).
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It follows from results of Grinberg [34] that if 1 ≤ i < j ≤ n− 1, then Ri,j

is injective if and only if i + j ≤ n, whereas if i > j, then Ri,j is injective
if and only if i + j ≥ n. Moreover, Goodey and Zhang [30] proved that
for all 1 ≤ i 6= j ≤ n − 1 the restriction of the Radon transform Ri,j to
spherical functions is injective and that

Ri,j : C∞(Gri,n)sph → C∞(Grj,n)sph

is a bijection.

(c) Let S(Rn) denote the Schwartz space of complex valued, rapidly
decreasing, infinitely differentiable test functions on Rn endowed with
its standard topology (see, e.g., [48, Chapter 2.5]). We call a linear,
continuous functional on S(Rn) a distribution over S(Rn). Note that any
locally integrable function on Rn satisfying a power growth condition at
infinity (cf. [48, p. 34]) determines a distribution acting by integration.

The Fourier transform F : S(Rn)→ S(Rn) is defined by

(Fτ)(x) =

∫
Rn

τ(y) exp(−i x · y) dy.

It is well known that F is an SO(n) equivariant (topological) isomorphism
of the Schwartz space S(Rn). Moreover, F is self-adjoint on S(Rn). This
motivates the definition of the Fourier transform Fν of a distribution ν
over S(Rn) as the distribution acting by

〈Fν, τ〉 = 〈ν,Fτ〉, τ ∈ S(Rn).

A distribution ν over S(Rn) is called even homogeneous of degree p ∈ R if

〈ν, τ( · /λ)〉 = |λ|n+p〈ν, τ〉
for every τ ∈ S(Rn) and every λ ∈ R\{0}. For the rest of this article, we
only consider even homogeneous distributions ν. Note that in this case,

F2ν = (2π)nν. (2.14)

Moreover, Koldobsky [48, Lemma 2.21] observed the following crucial fact.

Lemma 2.4 The Fourier transform of an even homogeneous distribution
of degree p is an even homogeneous distribution of degree −n− p.

Now consider the space C∞e (Sn−1) of all real-valued even smooth functions
on Sn−1 endowed with its standard Fréchet space topology. For p > −n
and f ∈ C∞e (Sn−1), we denote by fp the homogeneous extension of f of
degree p to Rn\{0}, that is,

fp(x) = ‖x‖pf
(

x

‖x‖

)
, x ∈ Rn\{0}.
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Since p > −n, fp is locally integrable and determines an even homogeneous
distribution of degree p acting on test functions by integration. Thus, by
Lemma 2.4, Ffp is an even homogeneous distribution of degree −n− p. It
was first noted in [33] that, for −n < p < 0, Ffp is, in fact, an infinitely
differentiable function on Rn\{0} (which is even and homogeneous of
degree −n − p). This gives rise to an operator Fp on C∞e (Sn−1), called
the spherical Fourier transform of degree p ∈ (−n, 0), defined by

Fpf = Ffp|Sn−1 , f ∈ C∞e (Sn−1).

Clearly, Fp is a linear and SO(n) equivariant map. Hence, by Schur’s
lemma, Fp acts as a multiplier transformation on the spaces Hn

2k, k ∈ N.
Its multipliers an2k[Fp] were determined in [33] and are given by

an2k[Fp] = πn/22n+p(−1)k
Γ
(

2k+n+p
2

)
Γ
(

2k−p
2

) . (2.15)

We will give a convolution representation of Fp in Corollary 3.13 below.
For now, we just note that (2.15) implies that for p ∈ (−n, 0),

Fp : C∞e (Sn−1)→ C∞e (Sn−1)

is bijective and that, by Lemma 2.4, (2.14), and the definition of Fp,

F−n−p(Fpf) = (2π)nf (2.16)

holds for every f ∈ C∞e (Sn−1). Moreover, as a multiplier transformation
Fp is self-adjoint and, hence, admits an extension to the space C−∞e (Sn−1)
of continuous, linear functionals on C∞e (Sn−1) defined by

〈Fpν, f〉 = 〈ν,Fpf〉
for ν ∈ C−∞e (Sn−1) and f ∈ C∞e (Sn−1). Since every even (signed) Borel
measure µ on Sn−1 determines an element νµ ∈ C−∞e (Sn−1) by integration,
we use the continuous, linear injection µ 7→ νµ, to identify the space
Me(Sn−1) of even Borel measures with a subspace of C−∞e (Sn−1). In this
way, the spherical Fourier transform Fpµ of µ ∈Me(Sn−1) is defined.

Finally, we state a fundamental relation between the spherical Fourier
transform and certain Radon transforms which was first observed by
Koldobsky [46] (see also [59]). Here, κm is the m-dimensional volume
of the Euclidean unit ball in Rm.

Proposition 2.5 Suppose that 1 ≤ j ≤ n− 1. Then

R1,n−j ◦ F−j =
(2π)n−j j κj
(n− j)κn−j

⊥∗ ◦ R1,j.

Note that here and in the following, we identify C∞e (Sn−1) with C∞(Gr1,n)
and the transform Ri,i, 1 ≤ i ≤ n− 1, with the identity map.
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3. Area Measures and Valuation Theory

In this section, we collect background material from convex geometry, mainly
about area measures and the Christoffel-Minkowski problem. We also recall the
material from the theory of valuations required for the proofs of Theorem 3
and Corollary 4 and, in particular, note a critical relation between the spherical
Fourier transform and the Alesker-Fourier transform of spherical valuations. For
most of this background material we recommend the book by Schneider [65].

First recall that Kn denotes the space of convex bodies (that is, of non-empty,
compact, convex sets) in Rn and that we always assume that n ≥ 3. A convex
body K ∈ Kn is uniquely determined by the values of its support function
h(K, u) = max{u · x : x ∈ K} for u ∈ Sn−1. Note that, for origin-symmetric K,

vol1(K|span{u}) = 2h(K, u). (3.1)

A compact set L in Rn which is star-shaped with respect to the origin is
uniquely determined by its radial function ρ(L, u) = max{λ ≥ 0 : λu ∈ L} for
u ∈ Sn−1. If ρ(L, ·) is positive and continuous, we call L a star body. If a convex
body K ∈ Kn contains the origin in its interior, then

ρ(K∗, ·) = h(K, ·)−1 and h(K∗, ·) = ρ(K, ·)−1, (3.2)

where K∗ = {x ∈ Rn : x · y ≤ 1 for all y ∈ K} is the polar body of K.
A classical result of Minkowski states that the volume of a Minkowski linear

combination λ1K1 + · · · + λmKm, where K1, . . . , Km ∈ Kn and λ1, . . . , λm ≥ 0,
can be expressed as a homogeneous polynomial of degree n, that is,

Vn(λ1K1 + · · ·+ λmKm) =
∑

1≤j1,...,jn≤m

V (Kj1 , . . . , Kjn)λj1 · · ·λjn .

The symmetric coefficients V (Kj1 , . . . , Kjn) are called the mixed volumes of
Kj1 , . . . , Kjn . For K,L ∈ Kn and 0 ≤ j ≤ n, we denote the mixed volume
with j copies of K and n − j copies of L by V (K[j], L[n − j]) and we write
Vj(K) for the jth intrinsic volume of K defined by

κn−jVj(K) =

(
n

j

)
V (K[j], B[n− j]).

The surface area measure Sn−1(K, ·) of a convex body K ∈ Kn is the Borel
measure on Sn−1 defined, for ω ⊆ Sn−1, as the (n − 1)-dimensional Hausdorff
measure of the set of all boundary points of K at which there exists a normal
vector of K belonging to ω. If B denotes the Euclidean unit ball in Rn, then,
for every r ≥ 0, the surface area measure of K satisfies the Steiner-type formula

Sn−1(K + rB, ·) =
n−1∑
j=0

rn−1−j
(
n− 1

j

)
Sj(K, ·).
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The Borel measure Sj(K, ·), 0 ≤ j ≤ n − 1, on Sn−1 is called the area measure
of order j of K ∈ Kn. It is uniquely determined by the property that

V (K[j], B[n− 1− j], L) =
1

n

∫
Sn−1

h(L, u) dSj(K, u) (3.3)

for all L ∈ Kn. If K ∈ Kn has non-empty interior, then, by a theorem
of Aleksandrov-Fenchel-Jessen (see, e.g., [65, p. 449]), each of the measures
Sj(K, ·), 1 ≤ j ≤ n − 1, determines K up to translations. In particular, if
K is origin-symmetric, then Sj(K, ·) is an even measure on Sn−1 and, thus,
can be identified with a measure on Gr1,n of the same total mass. Using this
identification, the important Cauchy-Kubota formula can be stated as follows:
For every 1 ≤ j ≤ n− 1 and origin-symmetric K ∈ Kn,

(⊥∗ ◦ Rj,n−1)volj(K| · ) =
κj

2κn−1

C1Sj(K, ·) =
κj
κn−1

Vj(K| · )⊥. (3.4)

In view of Proposition 2.5 and (3.4), the following result about the injectivity
of Radon transforms of projection functions is important for our purpose.

Proposition 3.1 ([2, 23]) Suppose that 1 ≤ i, j ≤ n− 1 and let K,L ∈ Kn be
origin-symmetric and have non-empty interior. If Ri,jvoli(K| · ) = Ri,jvoli(L| · )
on Grj,n, then K = L.

A convex body K ∈ Kn is said to be of class C∞+ if the boundary of K is a
smooth submanifold of Rn with everywhere positive curvature. In this case, each
measure Sj(K, ·), 0 ≤ j ≤ n − 1, is absolutely continuous with respect to the
spherical Lebesgue measure and has a strictly positive smooth density sj(K, ·)
which is (up to a constant) given by the jth elementary symmetric function
of the principal radii of curvature of K. On the other hand, if P ∈ Kn is a
polytope, then

Sj(P, ω) =

(
n− 1

j

)−1 ∑
F∈Fj(P )

Hn−1−j(N(P, F ) ∩ ω)volj(F ) (3.5)

for every Borel set ω ⊆ Sn−1. Here, F j(P ) is the set of all j-dimensional faces
of P , Hm is m-dimensional Hausdorff measure, and N(P, F ) denotes the set of
all outer unit normal vectors to P at the points of F . Since N(P, F ) lies in
an n − 1 − j dimensional great sphere, it follows that Sj(P, ·) is concentrated
on the union of finitely many such subspheres. The following converse of this
observation was obtained by Goodey and Schneider.

Proposition 3.2 ([25]) Suppose that 1 ≤ j ≤ n − 1 and let K ∈ Kn with
dimK ≥ j + 1. If the support of the area measure Sj(K, ·) can be covered by
finitely many n− 1− j dimensional great spheres, then K is a polytope.
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The center of mass (centroid) of every area measure of a convex body is at
the origin, that is, for every 1 ≤ j ≤ n− 1 and K ∈ Kn, we have∫

Sn−1

u dSj(K, u) = o.

Minkowski’s existence theorem (see, e.g., [65, Theorem 8.2.2]) states that a
non-negative Borel measure µ on Sn−1 is the surface area measure of some convex
body in Rn if and only if µ is not concentrated on any great subsphere of Sn−1

and has its centroid at the origin. The analogous problem for the first-order area
measure, known as the Christoffel problem, was solved by Berg [10] as follows:
Recall that, for K ∈ Kn, the measure S1(K, ·) and the support function h(K, ·)
are related by a linear differential operator �n in the following way

S1(K, ·) = h(K, ·) +
1

n− 1
∆Sh(K, ·) =: �nh(K, ·). (3.6)

Here, ∆S denotes the Laplacian on Sn−1 and equation (3.6) has to be understood
in the sense of distributions. Since ∆SYk = −k(k+ n− 2)Yk for every Yk ∈ Hn

k ,
the definition of �n implies that, for f ∈ C∞(Sn−1), the spherical harmonic
expansion of �nf is given by

�nf ∼
∞∑
k=0

(1− k)(k + n− 1)

n− 1
πkf. (3.7)

Hence, the kernel of �n is the space Hn
1 consisting of the restrictions of linear

functions on Rn to Sn−1. If we let C∞o (Sn−1) := {f ∈ C∞(Sn−1) : π1f = 0}, then
�n : C∞o (Sn−1)→ C∞o (Sn−1) is an SO(n) equivariant isomorphism of topological
vector spaces. An explicit expression for the inverse of �n was obtained by
Berg [10]. He proved that for every n ≥ 2 there exists a uniquely determined C∞

function gn on (−1, 1) such that the associated zonal function ğn(u) = gn(u · ē)
is in L1(Sn−1) and

an1 [gn] = 0, ank [gn] =
n− 1

(1− k)(k + n− 1)
, k 6= 1. (3.8)

It follows from (3.7), (2.8), and (3.8) that for every f ∈ C∞o (Sn−1),

f = (�nf) ∗ ğn. (3.9)

From (3.9), Berg concluded that a measure µ ∈M+
o (Sn−1) is the first-order area

measure of a convex body in Rn if and only if µ ∗ ğn is a support function.
At the end of this section, we need the following generalization of (3.9) that

follows from a recent result of Goodey and Weil [29, Theorem 4.3]: For every
j ∈ {2, . . . , n}, the convolution transform

Tgj : C∞o (Sn−1)→ C∞o (Sn−1), f 7→ f ∗ ğj,

is an isomorphism. Let �j : C∞o (Sn−1)→ C∞o (Sn−1) denote its inverse.

15



The problem of finding necessary and sufficient conditions for a Borel measure
on Sn−1 to be an intermediate area measure of a convex body is known as the
Christoffel-Minkowski problem and has only been partially resolved (see, e.g.,
[65, Chapter 8.4]). An in-depth analysis of the problem under additional
regularity assumptions was carried out by Guan et al. [37–39]. The following
corollary to one of their results [37, Theorem 1.3] is of particular interest to us.

Proposition 3.3 Suppose that 1 ≤ j ≤ n−1. If K ∈ Kns is an origin-symmetric
convex body of class C∞+ , then ρ(K, ·)j ∈ C∞e (Sn−1) is the density of the area
measure of order j of a convex body L ∈ Kns with non-empty interior.

Firey [18] gave the following solution of the Christoffel-Minkowski problem
for sufficiently regular convex bodies of revolution. When considering such
bodies, we will always assume that they are SO(n − 1) invariant, that is, their
axes of revolution is the line spanned by ē ∈ Sn−1.

Theorem 3.4 ([18]) Suppose that 1 ≤ j ≤ n − 2. A zonal function s(ē · . )
on Sn−1 is the density of the area measure Sj(K, ·) of a (sufficiently smooth)
strictly convex body of revolution K ∈ Kn if and only if s satisfies the following
conditions:

(i) s is continuous on (−1, 1) and limt→±1 s(t) is finite;

(ii)
∫ 1

t
ξ s(ξ)(1− ξ2)

n−3
2 dξ > 0 for t ∈ (−1, 1) and vanishes for t = −1;

(iii) s(t)(1− t2)
n−1
2 > (n− 1− j)

∫ 1

t
ξ s(ξ)(1− ξ2)

n−3
2 dξ for all t ∈ (−1, 1).

We turn now to the theory of valuations. Let Val denote the vector space of
continuous, translation invariant, scalar-valued valuations. The basic structural
result about Val is McMullen’s decomposition theorem (cf. [65, Theorem 6.3.1]):

Val =
⊕

0≤j≤n

(
Val+j ⊕Val−j

)
. (3.10)

Here, Val±j ⊆ Val denote the subspaces of even/odd valuations (homogeneous)
of degree j. Using (3.10), it is not difficult to show that the space Val becomes a
Banach space, when endowed with the norm ‖φ‖ = sup{|φ(K)| : K ⊆ B}. The
natural continuous action of GL(n) on this Banach space is defined as follows:
For A ∈ GL(n) and φ ∈ Val, (Aφ)(K) = φ(A−1K) for every K ∈ Kn.

Suppose that 1 ≤ j ≤ n − 1 and let M(Grj,n) denote the space of signed
Borel measures on Grj,n. By the Irreducibility Theorem of Alesker [3], the map
Crj :M(Grj,n)→ Val+j , defined by

(Crjµ)(K) =

∫
Grj,n

volj(K|E) dµ(E),

has dense image. This motivates the following notion.
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Definition A measure µ ∈M(Grj,n), 1 ≤ j ≤ n−1, is called a Crofton measure
for the valuation φ ∈ Val+j if Crjµ = φ.

In order to state a more precise description of valuations admitting a Crofton
measure, we also need to recall the notion of smooth valuations.

Definition A valuation φ ∈ Val is called smooth if the map GL(n) → Val,
defined by A 7→ Aφ, is infinitely differentiable.

The vector space Val∞ of all smooth translation invariant valuations carries a
natural Fréchet space topology (see, e.g., [71]) which is stronger then the Banach
space topology on Val. Let Val±,∞j denote the subspaces of smooth valuations

in Val±j . A basic fact from representation theory implies that the spaces of

smooth valuations Val±,∞j are GL(n) invariant dense subspaces of Val±j .
Suppose that 1 ≤ j ≤ n− 1. The Klain map

Klj : Val+j → C(Grj,n), φ 7→ Kljφ,

is defined as follows: For φ ∈ Val+j and every E ∈ Grj,n, consider the restriction
φ|E of φ to convex bodies in E. This is a continuous, translation invariant
valuation of degree j in E. Therefore, a classical result of Hadwiger (see, e.g.,
[65, Theorem 6.4.8]) implies that φ|E = (Kljφ)(E) volj, where (Kljφ)(E) is a
constant depending only on E. The continuous function Kljφ ∈ C(Grj,n) defined
in this way is called the Klain function of φ. It is not difficult to see that the
map Klj is SO(n) equivariant and that smooth valuations are mapped to smooth
functions, that is, Klj : Val+,∞j → C∞(Grj,n). Moreover, an important result of
Klain [44] states that the Klain map Klj is injective for every j ∈ {1, . . . , n−1}.

Restricting the Crofton map Crj, 1 ≤ j ≤ n − 1, to smooth functions, it is
not difficult to see that Crjf ∈ Val+,∞j for every f ∈ C∞(Grj,n). Moreover, the
Klain function of Crjf is equal to the cosine transform Cjf of f , that is,

Klj ◦ Crj = Cj. (3.11)

From this and the main result of [7], Alesker [4, p. 73] deduced the following:

Theorem 3.5 ([4, 7]) Let 1 ≤ j ≤ n − 1. The image of the Klain map
Klj : Val+,∞j → C∞(Grj,n) coincides with the image of the cosine transform

Cj : C∞(Grj,n) → C∞(Grj,n). Moreover, every smooth valuation φ ∈ Val+,∞j
admits a (not necessarily unique for 2 ≤ j ≤ n− 2) smooth Crofton measure.

Next, we recall the definition of the Alesker-Fourier transform

F : Val+,∞j → Val+,∞n−j , 1 ≤ j ≤ n− 1,
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of even valuations (for the odd case, which is much more involved and will not
be needed in this article, see [6]): If φ ∈ Val+,∞j , then Fφ ∈ Val+,∞n−j is the
valuation with Klain function given by

Kln−j(Fφ) = (Kljφ)⊥. (3.12)

By (2.10) and Theorem 3.5, the map F is a well defined SO(n) equivariant
involution. Moreover, (3.11) implies that if µ ∈M(Grj,n) is a (smooth) Crofton
measure of φ, then µ⊥ ∈M(Grn−j,n) is a Crofton measure of Fφ.

In order to define the notion of spherical valuations, let us first recall the
decomposition of the subspaces Valj and Val∞j of j-homogeneous valuations
into SO(n) irreducible subspaces.

Theorem 3.6 ([9]) For 0 ≤ j ≤ n, the spaces Valj and Val∞j are multiplicity
free under the action of SO(n). Moreover, the highest weights of the SO(n)
irreducible subspaces in either of them are given by the tuples (λ1, . . . , λbn/2c)
satisfying (2.1) and the following additional conditions:

(i) λk = 0 for k > min{j, n−j}; (ii) |λk| 6= 1 for 1 ≤ k ≤ bn
2
c; (iii) |λ2| ≤ 2.

The notion of spherical representations with respect to SO(n− 1) (compare
Section 2) motivates the following.

Definition For 0 ≤ j ≤ n, the spaces Valsph
j and Val∞,sph

j of translation
invariant, continuous and smooth spherical valuations of degree j are defined
as the closures (w.r.t. the respective topologies) of the direct sum of all SO(n)
irreducible subspaces in Valj and Val∞j , respectively, which are spherical with
respect to SO(n− 1).

Theorems 3.6 and 2.1 imply that Valsph
j and Val∞,sph

j are the closures of the
direct sum of all SO(n) irreducible subspaces in Valj and Val∞j , respectively,
with highest weights (k, 0, . . . , 0), k ∈ N. In particular, by Theorem 3.6, we have

Val
(∞)
1 = Val

(∞),sph
1 and Val

(∞)
n−1 = Val

(∞),sph
n−1

and, by Theorem 2.1 (b), every SO(n− 1)-invariant valuation in Valj or Val∞j ,
0 ≤ j ≤ n, is spherical. Moreover, the following alternative description of
smooth spherical valuations was established in [71].

Proposition 3.7 For 1 ≤ j ≤ n− 1, the map

Ej : C∞o (Sn−1)→ Val∞,sph
j , (Ejf)(K) =

∫
Sn−1

f(u) dSj(K, u), (3.13)

is an SO(n) equivariant isomorphism of topological vector spaces.

Proposition 3.7 and a recent result of Bernig and Hug [14, Lemma 4.8]
now imply the following relation between the Alesker-Fourier transform of even
spherical valuations and certain Radon transforms of spherical functions.

18



Proposition 3.8 Suppose that 1 ≤ j ≤ n − 1. If the even spherical valuation
φ ∈ Val∞,sph

j is given by φ = Ejf for f ∈ C∞e (Sn−1), then Fφ ∈ Val∞,sph
n−j and,

for every K ∈ Kn,

(Fφ)(K) =
κn−j
κj

∫
Sn−1

(R−1
1,j ◦ ⊥∗ ◦ R1,n−j)f(u) dSn−j(K, u). (3.14)

Note that the function under the integral in (3.14) is well defined, since
R1,n−jf ∈ C∞(Grn−j,n)sph for every f ∈ C∞e (Sn−1) and the Radon transform
R1,j : C∞(Gr1,n)→ C∞(Grj,n)sph is bijective (cf. Example 2.3 (b)).

Comparing Propositions 2.5 and 3.8, together with (2.16), we obtain the
following critical relation between the Alesker-Fourier transform of spherical
valuations and the spherical Fourier transform.

Corollary 3.9 Suppose that 1 ≤ j ≤ n − 1. If the even spherical valuation
φ ∈ Val∞,sph

j is given by φ = Ejf for f ∈ C∞e (Sn−1), then, for every K ∈ Kn,

(Fφ)(K) =
j

(2π)j(n− j)

∫
Sn−1

(Fj−nf)(u) dSn−j(K, u).

From the computation of the multipliers of the Alesker-Fourier transform of
spherical valuations in [14] and the spherical Fourier transform in [33], it follows
that Corollary 3.9 also holds without the assumption on the parity.

In the final part of this section, we recall results on Minkowski valuations
intertwining rigid motions. To this end, let MValj, 0 ≤ j ≤ n, denote the
set of all continuous and translation invariant Minkowski valuations of degree j.
It is easy to see (cf. [68]) that if Φj ∈ MValj is SO(n) equivariant, then the
SO(n− 1) invariant real valued valuation ψΦj

∈ Valj, defined by

ψΦj
(K) = h(ΦjK, ē),

uniquely determines Φj and is called the associated real valued valuation of Φj.
Motivated by this simple fact, the following definition was first given in [68].

Definition An SO(n) equivariant Minkowski valuation Φj ∈MValj, 0 ≤ j ≤ n,
is called smooth if its associated real valued valuation ψΦj

∈ Valj is smooth.

The classification problem for Minkowski valuations intertwining rigid
motions has not been completely resolved (for investigations of Minkowski
valuations compatible with affine transformations, see [1, 41, 53, 54, 69, 73]).
However, it was recently proved in [71] that any SO(n) equivariant Minkowski
valuation in MValj, 0 ≤ j ≤ n, can be approximated by smooth ones.
Moreover, under the additional assumption of homogeneity we have the following
convolution representations.
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Theorem 3.10 ([70, 71]) Suppose that 1 ≤ j ≤ n− 1 and let Φj ∈MValj be
SO(n) equivariant and even.

(i) There exists a uniquely determined zonal measure µΦj
∈Me(Sn−1), called

the generating measure of Φj, such that for every K ∈ Kn,

h(ΦjK, ·) = Sj(K, ·) ∗ µΦj
. (3.15)

If Φj is smooth, then µΦj
has a smooth density.

(ii) If Φj is smooth, then there exists a uniquely determined O(j) × O(n − j)
invariant smooth measure σΦj

∈ Me(Sn−1), called the spherical Crofton
measure of Φj, such that for every K ∈ Kn,

h(ΦjK, ·) = volj(K| · ) ∗ σΦj
. (3.16)

We now use associated real valued valuations to extend the Alesker-Fourier
transform (at least partially) to Minkowski valuations.

Definition Let Φj ∈ MValj and Ψn−j ∈ MValn−j, 1 ≤ j ≤ n − 1, both
be SO(n) equivariant and even. We write Ψn−j = FΦj and say Ψn−j is the
Alesker-Fourier transform of Φj if

Kln−j(ψΨn−j
) = (KljψΦj

)⊥.

Note that if Φj and Ψn−j are in addition smooth, then ψΨn−j
= FψΦj

by
(3.12). Moreover, in this case, by Theorem 3.10, both Φj and Ψn−j admit
generating measures with smooth densities gΦj

, gΨn−j
∈ C∞e (Sn−1) and smooth

spherical Crofton measures σΦj
, σΨn−j

∈ Me(Sn−1). Hence, from the definition
of the convolution, it is not difficult to show (cf. [70, 71]) that

ψΦj
= EjgΦj

= Crjσ̂Φj
and ψΨn−j

= En−jgΨn−j
= Crn−jσ̂Ψn−j

,

where
σ̂Φj

:= πj∗π̂∗σΦj
∈M(Grj,n)

and σ̂Ψn−j
∈ M(Grn−j,n) is defined similarly. Here, π : SO(n) → Sn−1 and

πj : SO(n) → Grj,n denote the canonical projections. Note that this is well
defined by the invariance of σΦj

and σΨn−j
. Therefore, letting

σ⊥Φj
:= π∗

̂π∗n−jσ̂Φj

⊥ ∈Me(Sn−1),

Corollary 3.9, the remark after (3.12), and a standard approximation argument
imply the following.

Proposition 3.11 Let Φj ∈ MValj, 1 ≤ j ≤ n − 1, be SO(n) equivariant
and even with generating measure µΦj

∈ Me(Sn−1) and suppose that Φj admits
a spherical Crofton measure σΦj

∈ Me(Sn−1). Then Ψn−j ∈ MValn−j is the

Alesker-Fourier transform of Φj if and only if j
(2π)j(n−j)Fj−nµΦj

and σ⊥Φj
are the

generating measure and spherical Crofton measure of Ψn−j, respectively.
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Note that it is an open problem whether the Alesker-Fourier transform
of every smooth even Minkowski valuation which is SO(n) equivariant and
translation invariant is well defined (cf. [70]). However, in the following example
we exhibit for every 1 ≤ j ≤ n − 1 a pair of Minkowski valuations which are
related via the Alesker-Fourier transform.

Examples 3.12

(a) For 1 ≤ j ≤ n − 1, let Πj ∈ MValj denote the projection body map of
order j, defined by

h(ΠjK, u) = Vj(K|u⊥) =
1

2

∫
Sn−1

|u · v| dSj(K, v), u ∈ Sn−1.

Note that each Πj is SO(n) equivariant and even but not smooth.
Moreover, each Πj is injective on origin-symmetric convex bodies with
non-empty interior. Their generating measure has a continuous density
given by gΠj

(u) = 1
2
|ē · u|. It follows from (3.4) and (2.13) that

h(ΠjK, ·) =
κn−1

κj
Rn−j,1volj(K| · )⊥ =

κn−1

κj
volj(K| · ) ∗ λ̂⊥1,n−j. (3.17)

Thus, the measure κn−1

κj
λ̂⊥1,n−j is the spherical Crofton measure of Πj.

(b) For 2 ≤ j ≤ n, let Mj ∈MValn+1−j denote the normalized mean section
operator of order j (introduced by Goodey and Weil [27, 28]) given by

h(MjK, ·) =

∫
AGrj,n

h(J(K ∩ E), ·) dµj(E).

Here J ∈MVal1 is defined by JK = K − s(K), where s : Kn → Rn is the
Steiner point map (see, e.g., [65, p. 50]) and µj is the invariant measure on
AGrj,n normalized in such a way that the set of planes having non-empty
intersection with the Euclidean unit ball has measure κn−j. Goodey and
Weil proved in [29, Theorem 4.4] that

h(MjK, ·) = qn,j Sn+1−j(K, ·) ∗ ğj, (3.18)

where

qn,j =
j − 1

2π(n+ 1− j)
κj−1κj−2κn−j
κj−3κn−2

.

Hence, the multiple qn,j ğj of the Berg function is the density of the
generating measure of Mj. Note that Mj is continuous and SO(n)
equivariant but not even. Moreover, Mj determines a convex body with
non-empty interior up to translations.
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For the even part M+
j of Mj (that is, M+

j K = MjK + Mj(−K)) Goodey
and Weil [27] proved that

h(M+
j K, ·) =

jκjκn−1

2nκj−1κn
Rn+1−j,1voln+1−j(K| · ). (3.19)

Thus, by (2.13),
jκjκn−1

2nκj−1κn
λ̂1,n+1−j is the spherical Crofton measure of M+

j .

Comparing this with Example 3.12 (a), it follows from Proposition 3.11
that, for 1 ≤ j ≤ n− 1, the renormalized even mean section operator

Mn−j :=
2nκn

(j + 1)κj+1

M+
j+1 ∈MValn−j

is the Alesker-Fourier transform of Πj, that is,

Mn−j = FΠj. (3.20)

Comparing generating functions of Πj and Mn−j and using Proposition 3.11
as well as (2.16), yields the following representation of the spherical Fourier
transform.

Corollary 3.13 Suppose that 1 ≤ j ≤ n− 1. Then

F−j =
(2π)n−jj(j + 1)κj+1

4(n− j)nκn
q−1
n,j+1C1 ◦�j+1.

4. Proof of the Main Results

After these preparations we are now in a position to present the proofs of
Theorems 2 and 3 as well as Corollary 4 in this section.

Proof of Theorem 2. First note that, by Proposition 3.1 and (2.12), K is the
j-projection body of L if and only if

(Rj,n−1volj(K| · ))⊥ = Rn−j,1voln−j(L| · ). (4.1)

Using (3.4) as well as the fact that R1,n−j is the adjoint of Rn−j,1, we see that
(4.1) holds if and only if

κj
κn−1

∫
Sn−1

f(u)Vj(K|u⊥) du =

∫
Grn−j,n

(R1,n−jf)(E)voln−j(L|E) dE (4.2)

for every f ∈ C∞e (Sn−1). Now recall that, since we can identify C∞e (Sn−1) with
C∞(Gr1,n) = C∞(Gr1,n)sph, we have R1,n−jf ∈ C∞(Grn−j,n)sph. This and the
fact that

Rn−j,n−1 : C∞(Grn−j,n)sph → C∞(Grn−1,n)sph

22



is bijective, imply that the integral on the right hand side of (4.2) is equal to∫
Grn−1,n

(R−1
n−1,n−jR1,n−jf)(F )(Rn−j,n−1voln−j(L| · ))(F ) dF.

Since ⊥∗ is clearly self-adjoint, this can be further rewritten, by using again
(3.4) and (2.12), to obtain

κn−j
κn−1

∫
Sn−1

(R−1
1,j ◦ ⊥∗ ◦ R1,n−j)f(u)Vn−j(L|u⊥ ) du.

Consequently, by Proposition 2.5, (4.1) holds if and only if∫
Sn−1

f(u)Vj(K|u⊥) du =
j

(2π)j(n− j)

∫
Sn−1

(Fj−nf)(u)Vn−j(L|u⊥ ) du

for every f ∈ C∞e (Sn−1). Since the cosine transform C1 is self-adjoint, it follows
from (3.4) and the obvious fact that the multiplier transformations Fj−n and C1

commute that this is equivalent to∫
Sn−1

C1f(u) dSj(K, u) =
j

(2π)j(n− j)

∫
Sn−1

(Fj−nC1f)(u) dSn−j(L, u)

for every f ∈ C∞e (Sn−1). Substituting h = Fj−nC1f and using (2.16), we finally
obtain the desired relation∫

Sn−1

F−jh(u) dSj(K, u) =
(2π)n−jj

(n− j)

∫
Sn−1

h(u) dSn−j(L, u)

for every h ∈ C∞e (Sn−1) which completes the proof. �

Before we continue, we include here also a short proof of Theorem 1 which
underlines the dual nature of Theorems 1 and 2 and shows that for the ’if’ part
of the statement no additional regularity assumptions are required.

Proof of Theorem 1. By passing to polar coordinates, it follows that

voln−j(M ∩ E) = κn−jR1,n−jρ(M, ·)n−j(E)

for every E ∈ Grn−j,n. Hence, D is the j-intersection body of M if and only if

κj
κn−j

∫
Grn−j,n

f(E)(R1,jρ(D, ·)j)⊥(E) dE =

∫
Grn−j,n

f(E)R1,n−jρ(M, ·)n−j(E) dE (4.3)

for every f ∈ C∞(Grn−j,n). Since ⊥∗ is self-adjoint and Rj,i is the adjoint of
Ri,j, (4.3) is equivalent to

κj
κn−j

∫
Sn−1

(Rj,1f
⊥)(u)ρ(D, u)j du =

∫
Sn−1

Rn−j,1f(u)ρ(M,u)n−j du
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for every f ∈ C∞(Grn−j,n). Substituting now h = Rn−j,1f and using that the
Radon transform Rn−j,1 : C∞(Grn−j,n)→ C∞e (Sn−1) is surjective, we see that D
is the j-intersection body of M if and only if

κj
κn−j

∫
Sn−1

(Rj,1 ◦ ⊥∗ ◦ R−1
n−j,1)h(u)ρ(D, u)j du =

∫
Sn−1

h(u)ρ(M,u)n−j du (4.4)

for all h ∈ C∞e (Sn−1). Since F−j and ⊥∗ are self-adjoint and Rj,i is the adjoint
of Ri,j, it follows from Proposition 2.5 that

F−j =
(2π)n−j j κj
(n− j)κn−j

Rj,1 ◦ ⊥∗ ◦ R−1
n−j,1.

Hence, (4.4) is equivalent to∫
Sn−1

F−jh(u)ρ(D, u)j du =
(2π)n−jj

n− j

∫
Sn−1

h(u)ρ(M,u)n−j du

for every h ∈ C∞e (Sn−1). �

With our next result, we complete the proofs of Theorem 3 and Corollary 4.

Theorem 4.1 Let 1 ≤ j ≤ n − 1 and let K and L be origin-symmetric
convex bodies with non-empty interior in Rn. Then the following statements
are equivalent:

(i) K is the j-projection body of L;

(ii) F−jSj(K, ·) = (2π)n−jj
n−j Sn−j(L, ·);

(iii) ΠjK = Mn−jL;

(iv) φ(K) = (Fφ)(L) for all even φ ∈ Val∞,sph
j .

Proof. We have already seen that (i) and (ii) are equivalent. In order to prove
that (ii) and (iii) are equivalent, we first note that, by the definition of Πj and
Mn−j and (3.18), (iii) is equivalent to

h(ΠjK, ·) =
1

2
C1Sj(K, ·) =

2nκn
(j + 1)κj+1

qn,j+1 Sn−j(L, ·) ∗ ğj+1 = h(Mn−jL, ·).

Since convolution transforms are self-adjoint, integrating both sides yields that
this is equivalent to

(j + 1)κj+1

4nκn
q−1
n,j+1

∫
Sn−1

C1f(u) dSj(K, u) =

∫
Sn−1

(f ∗ ğj+1)(u) dSn−j(L, u)
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for every f ∈ C∞e (Sn−1). Substituting h = f ∗ ğj+1 and using Corollary 3.13, it
follows that this holds if and only if∫

Sn−1

F−jh(u) dSj(K, u) =
(2π)n−jj

(n− j)

∫
Sn−1

h(u) dSn−j(L, u) (4.5)

for every h ∈ C∞e (Sn−1) which is precisely (ii).
Finally, in order to see that (iv) is equivalent to (ii), first note that, by

Proposition 3.7 and Corollary 3.9, (iv) is equivalent to∫
Sn−1

f(u) dSj(K, u) =
j

(2π)j(n− j)

∫
Sn−1

(Fj−nf)(u) dSn−j(L, u)

for every f ∈ C∞e (Sn−1). Substituting this time h = Fj−nf and using (2.16), it
follows that this holds if and only if (4.5) holds for every h ∈ C∞e (Sn−1), which
completes the proof. �

We remark that Πj and Mn−j can be replaced in statement (iii) by any pair
of Minkowski valuations intertwining rigid motions which are related by the
Alesker-Fourier transform and injective on origin-symmetric convex bodies. This
follows easily from Proposition 3.11. Next, note that, by Theorem 3.5, (3.11),
and (3.12), the space Val∞,sph

j of smooth spherical valuations can be replaced in
(iv) by the entire space Val∞j , leading however to a weaker statement.

Finally, we also note that Corollary 4 follows also directly from (3.17), (3.19),
and Proposition 3.1. Together with the arguments of the first part of the proof
of Theorem 4.1, this can be used to give an alternative proof of Theorem 2.

5. Properties and Examples of j-Projection Bodies

In this section, we first prove that the class of j-projection bodies is invariant
under non-degenerate linear transformations. We then collect several examples
of j-projection bodies from the literature and compute a family of new examples
using Theorem 2. At the end of the section, we generalize two more well known
properties of the classical 1-projection bodies to all j > 1.

The fact that the class of j-intersection bodies is invariant under the general
linear group GL(n) was first observed by Milman [59]. The proof of the following
dual counterpart is based on ideas of Schneider [64], who proved it in the special
case described in Example 5.2 (d) below.

Theorem 5.1 Let 1 ≤ j ≤ n − 1, A ∈ GL(n), and let K and L be origin-
symmetric convex bodies with non-empty interior in Rn. If K is the j-projection
body of L, then AK is the j-projection body of

|detA|
1

n−j A−TL.

In particular, the class of j-projection bodies is GL(n) invariant.
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Proof. First let |detA| = 1. Using the polar decomposition of A and the fact
that the statement is clearly true for orthogonal linear maps, we may assume
that A is symmetric and positive definite. Thus, we have to show that

volj(AK|E⊥) = voln−j(A
−1L|E) (5.1)

for every E ∈ Grn−j,n. To this end, let F ∈ Grj,n and u1, . . . , uj be a set of
orthonormal vectors in F . In order to compute volj(AK|F ), we may assume,
using the singular value decomposition of A, that the vectors Au1, . . . , Auj are
also orthogonal. Then,

volj(AK|F ) = volj

({
j∑
i=1

(Ax · ui)ui : x ∈ K

})

=

(
j∏
i=1

‖Aui‖2

)
volj(K|AF ) = cj(A,F ) volj(K|AF ),

where cj(A,F ) depends on A and F only and not on K. Consequently, using
that AE⊥ = (A−1E)⊥ for every E ∈ Grn−j,n, we obtain

volj(AK|E⊥) = cj(A,E
⊥)volj(K|(A−1E)⊥) = cj(A,E

⊥)voln−j(L|A−1E)

=
cj(A,E

⊥)

cn−j(A−1, E)
voln−j(A

−1L|E).

Choosing now K to be the unit cube in Rn, it follows from a result of Schnell [66]
(see Example 5.2 (b) below) that cj(A,E

⊥) = cn−j(A
−1, E) which yields the

desired equation (5.1).
Finally, let A ∈ GL(n) be arbitrary. Then, by the first part of the proof,

volj(AK|E⊥) = |detA|
j
n volj(|detA|−

1
nAK|E⊥)

= |detA|
j
n voln−j(|detA|

1
nA−TL|E) = voln−j(|detA|

1
n−jA−TL|E)

holds for every E ∈ Grn−j,n as desired. �

Theorem 5.1 suggests that it should be possible to define the notion of
j-projection bodies in SL(n) invariant terms without referring to any Euclidean
structure. Indeed, the authors are obliged to S. Alesker for communicating such
an SL(n) invariant definition to us which we will state in the following. It
requires a basic familiarity with the notion of a line bundle over a manifold.

Let V be an n-dimensional real vector space with a fixed volume form and
let V ∗ denote its dual space. For 1 ≤ j ≤ n − 1, we write Grj(V ) for the
Grassmannian of all j-dimensional subspaces of V and K(V ) for the space of
convex bodies in V .
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If W is a finite dimensional vector space, we denote the 1-dimensional space
of Lebesgue measures on W by Dens(W ) and for any measurable subset M of
W , we define an element evM ∈ Dens(W )∗ by

evM(σ) = σ(M), σ ∈ Dens(W ).

The jth projection function pj(K, ·) of a convex body K ∈ K(V ) is now no
longer a function on Grj(V ) but the section of the line bundle

Xn−j = {(E, l) : E ∈ Grn−j(V ), l ∈ Dens(V/E)∗},

given by
pj(K,E) = evprE(K).

Here, prE : V → V/E denotes the natural projection. Similarly, the (n − j)th
projection function pn−j(L, ·) of L ∈ K(V ∗) is a section of the line bundle

X∗j = {(F, l) : F ∈ Grj(V
∗), l ∈ Dens(V ∗/F )∗}.

Let us denote by C(Grn−j(V ), Xn−j) and C(Grj(V
∗), X∗j ) the spaces of all

(continuous) sections of the line bundles Xn−j and X∗j , respectively. Note
that the group SL(V ) acts on these vector spaces naturally by left translation.
Moreover, using the annihilator map ⊥ : Grn−j(V )→ Grj(V

∗), it is not difficult
to show that the canonical isomorphism Dens(V/E)∗ ∼= Dens(V ∗/E⊥)∗ induces
a canonical SL(V ) equivariant isomorphism between the spaces of sections
C(Grn−j(V ), Xn−j) and C(Grj(V

∗), X∗j ).
For origin-symmetric bodies K ∈ K(V ) and L ∈ K(V ∗) with non-empty

interior, we may therefore call K ∈ K(V ) the j-projection body of L if

pj(K, ·) ∼= pn−j(L, ·)

with respect to the isomorphism described above. Clearly, this definition
coincides with the one given in the introduction if we choose a Euclidean
structure on V and identify V ∗ with V . Furthermore, this invariant formulation
immediately implies that the class of j-projection bodies is GL(V ) invariant.

We turn now to classical and new examples of j-projection bodies. In the
following list, examples (b) − (d) were previously considered in the literature.
Examples (e) and (f) are new and based on our main result, Theorem 2.

Examples 5.2

(a) Since, for the Euclidean unit ball B in Rn, we have volj(B|E⊥) = κj and
voln−j(B|E) = κn−j for every 1 ≤ j ≤ n − 1 and E ∈ Grn−j,n, it follows
that B is the j-projection body of(

κj
κn−j

) 1
n−j

B.

27



Thus, Theorem 5.1 and the fact that (AB)∗ = A−TB for every A ∈ GL(n)
imply that if K is an origin-symmetric ellipsoid with non-empty interior
in Rn, then K is the j-projection body of the ellipsoid(

κjVn(K)

κn−jκn

) 1
n−j

K∗.

(b) McMullen [57] first proved that the unit cube in Rn,

W =
{
x ∈ Rn : −1

2
≤ xi ≤ 1

2
, i = 1, . . . , n

}
,

is the j-projection body of itself for every 1 ≤ j ≤ n − 1. Based on this
curious property of W , Schnell [66] deduced the following special case of
Theorem 5.1: If K is an origin-symmetric parallelotope with non-empty
interior in Rn, say K = AW with A ∈ GL(n), then K is the j-projection
body of the parallelotope

Vn(K)
1

n−jA−TW.

In particular, if Vn(K) = 1, then A−TW is the j-projection body of K for
every 1 ≤ j ≤ n− 1.

(c) Let K ∈ Kns have non-empty interior. Then, by (3.1) and the definition of
the projection body operator Πn−1 given in Example 3.12 (a), we have

voln−1(K|u⊥) = h(Πn−1K, u) = vol1

(
1

2
Πn−1K

∣∣∣∣ span{u}
)

for every u ∈ Sn−1, that is, K is the (n − 1)-projection body of 1
2
Πn−1K

or, equivalently, 1
2
Πn−1K is the 1-projection body of K. In particular, the

class of (n− 1)-projection bodies coincides with Kns .

Recall that a polytope is called a zonotope if it is a finite Minkowski sum
of line segments and that a convex body is called a zonoid if it can be
approximated in the Hausdorff metric by zonotopes. Let Zns denote the
class of origin-symmetric zonoids in Rn. It is well known that a convex
body K belongs to the class Zns if and only if its support function can be
represented in the form

h(K, ·) = C1µK (5.2)

for some uniquely determined non-negative µK ∈ Me(Sn−1). Hence, by
Minkowski’s existence theorem and Cauchy’s projection formula, the class
of 1-projection bodies coincides with the class Zns of origin-symmetric
zonoids in Rn.
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(d) Let K,L ∈ Kns have non-empty interior. Generalizing a notion introduced
by McMullen [58], Schneider [64] calls (K,L) a (VP)-pair if K is the
j-projection body of L for every 1 ≤ j ≤ n−1. By the results of McMullen
and Schnell described in (b), any pair of parallelotopes (AW,A−TW ),
where A ∈ GL(n) and |detA| = 1, is an example of a (VP)-pair.

Schneider proved in [64] that if K and L are polytopes, then they are a
(VP)-pair if and only if K is the j-projection body of L for j = 1 and
j = n − 1. Moreover, from a result of Weil [74], Schneider deduced that
this holds if and only if K is a direct sum of centrally symmetric polygons
and segments, Vn(K) = 1, and L = 1

2
Πn−1K.

(e) Let K be a convex body and D a star body in R2n and let both be origin-
symmetric. Motivated by the identification of R2n with Cn, the bodies
K and D are called complex if they are invariant with respect to any
coordinate-wise two-dimensional rotation (see, e.g., [51] for details). Note
that origin-symmetric complex convex bodies in R2n correspond precisely
to the unit balls of complex norms on Cn.

For a unit vector u ∈ Cn, let Hu = {z ∈ Cn : 〈u, z〉 =
∑n

k=1 ukzk = 0}
denote the complex hyperplane perpendicular to u. Under the standard
mapping from Cn to R2n, the hyperplane Hu becomes a 2n−2 dimensional
subspace of R2n which is orthogonal to the vectors

u = (u11, u12, . . . , un1, un2) and u∗ = (−u12, u11, . . . ,−un2, un1).

Definition ([51]) Let D and M be origin-symmetric complex star bodies
in R2n. Then D is called the complex intersection body of M if

vol2(D ∩H⊥u ) = vol2n−2(M ∩Hu)

for every u ∈ S2n−1. The class of complex intersection bodies is the closure
in the radial metric of all complex intersection bodies of star bodies.

Koldobsky, Paouris, and Zymonopoulou [51] proved that the class of
complex intersection bodies coincides with the class of 2-intersection bodies
which are complex. Moreover, they showed that complex intersection
bodies of convex bodies are also convex. Motivated by these results, we
define complex projection bodies as follows (see [1], for a different notion
of complex projection bodies).

Definition Let K and L be origin-symmetric complex convex bodies in
R2n. Then K is called the complex projection body of L if

vol2(K|H⊥u ) = vol2n−2(L|Hu)

for every u ∈ S2n−1. The class of complex projection bodies is the closure
in the Hausdorff metric of all complex projection bodies of convex bodies.
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Clearly, if K ∈ K2n
s is a complex 2-projection body of L, then K is a the

complex projection body of L. We do not know if the converse also holds.
However, if D ∈ K2n

s is complex and of class C∞+ , then, by Proposition 3.3,
the function ρ(D, ·)2 ∈ C∞e (Sn−1) is the density of the area measure of
order 2 of a complex convex body K ∈ K2n

s . Consequently, by Theorems 1
and 2 and Proposition 3.3, if D is a complex intersection body, then K is
a complex 2-projection body which, in turn, is a complex projection body.

(f) Finally, we consider strictly convex bodies of revolution Kλ ∈ Kns whose
area measures of order 1 ≤ j ≤ n− 2 have a density of the form

sj(Kλ, ē · . ) = 1 + λP n
2 (ē · . ) = 1 +

λ

n− 1
(n(ē · . )2 − 1), (5.3)

where P n
2 denotes the Legendre polynomial of dimension n and degree 2. In

order to determine all admissible λ in (5.3), we use Theorem 3.4. Clearly,
condition (i) of Theorem 3.4 is satisfied for all λ ∈ R. However, since∫ 1

t

ξ sj(Kλ, ξ)(1− ξ2)
n−3
2 dξ =

(1− t2)
n−1
2

n2 − 1
(λ(nt2 + 1) + n+ 1),

it is not difficult to show that conditions (ii) and (iii) of Theorem 3.4 are
satisfied if and only if

λ ∈
(
−1,

j(n+ 1)

2n− j

)
. (5.4)

Now, we want to determine which of the bodies Kλ are j-projection bodies.
To this end, note that, by (2.15), we have

F−jsj(Kλ, ē · . ) =
π

n
2 2n−jΓ

(
n−j

2

)
Γ
(
j
2

) (
1− λn− j

j
P n

2 (ē · . )
)
.

Hence, by Theorem 2 and (5.4), Kλ is a j-projection body if and only if

λ ∈
(
−1,

j

n− j

)
.

This shows, in particular, that for j < n−1 the class of j-projection bodies
is a proper subset of Kns .

In the final part of this section, we want to prove two more basic properties
of j-projection bodies. The first one is a generalization of the well known fact
that Minkowski’s projection body operator Πn−1 maps polytopes to polytopes.
Note that, by Example 5.2 (c), this implies that 1- and (n − 1)-projection
bodies of polytopes are polytopes. As part of the following result we extend
this observation to all j ∈ {1, . . . , n− 1}.
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Theorem 5.3 Let 1 ≤ j ≤ n− 1 and let P and Q be origin-symmetric convex
bodies with non-empty interior in Rn. If P is the j-projection body of Q, then

Sj(P, Sn−1 ∩ E) =
κn−j
κj

Sn−j(Q, Sn−1 ∩ E⊥) (5.5)

for every E ∈ Grn−j,n. Moreover, if P is a polytope, then so is Q and P has a
j-face parallel to E if and only if Q has an (n− j)-face parallel to E⊥.

Proof. In order to prove (5.5), let E ∈ Grn−j,n be an arbitrary but fixed subspace.
For ε > 0, let fε ∈ C([0, 1]) be monotone increasing with supp fε ⊆ [1 − 2ε, 1]
and such that fε ≡ 1 on [1− ε, 1] and define gEε ∈ C(Grj,n), by

gEε (F ) = fε(| cos(E,F )|).

Note that

(Rj,1g
E
ε )(u) =

∫
Gruj,n

fε(| cos(E,F )|) dνuj (F )

depends only on | cos(E, u)|. In particular, Rj,1g
E
ε is constant on Sn−1 ∩ E.

Consequently, we can replace gEε , if necessary, by a positive multiple such that
(Rj,1g

E
ε )(u) = 1 whenever u ∈ Sn−1 ∩ E. Next, we want to show that

lim
ε→0

(Rj,1g
E
ε )(u) =

{
1 for u ∈ Sn−1 ∩ E,
0 for u /∈ Sn−1 ∩ E. (5.6)

To this end, observe that | cos(E,F )| ≤ | cos(E, u)| whenever u ∈ E. Thus, by
the monotonicity of fε, we have

(Rj,1g
E
ε )(u) ≤ fε(| cos(E, u)|).

Hence, by the definition of fε, for every u /∈ Sn−1 ∩ E there exists εu > 0 such
that (Rj,1g

E
ε )(u) = 0 for every ε ≤ εu which completes the proof of (5.6).

The same arguments used to prove (5.6) together with the fact that SO(n)
acts transitively on Grn−j,n, show that there exists a positive constant c ∈ R,
independent of E, such that

lim
ε→0

(Rn−j,1(gEε )⊥)(u) =

{
c for u ∈ Sn−1 ∩ E⊥,
0 for u /∈ Sn−1 ∩ E⊥. (5.7)

Now, since P is the j-projection body of Q and Rj,i is the adjoint of Ri,j, it
follows from Theorem 2 and Proposition 2.5 that∫

Sn−1

(Rj,1g
E
ε )(u) dSj(P, u) =

∫
Grj,n

gEε (F ) d(R1,jSj(P, ·))(F )

=
κn−j
κj

∫
Grn−j,n

gEε (F⊥) d(R1,n−jSn−j(Q, ·))(F )

=
κn−j
κj

∫
Sn−1

(Rn−j,1(gEε )⊥)(u) dSn−j(Q, u).

31



Letting ε→ 0, (5.6), (5.7), and the dominated convergence theorem yield

Sj(P, Sn−1 ∩ E) =
c κn−j
κj

Sn−j(Q,Sn−1 ∩ E⊥),

where the positive constant c is the same as in (5.7) and does not depend on P
and Q. Using Example 5.2 (b) and taking P = W = Q, shows, by (3.5), that
c = 1 which completes the proof of (5.5).

Now assume that P is a polytope and recall that, by (3.5), Sj(P, ·) is
concentrated on the union of finitely many n − 1 − j dimensional great
spheres. Let Gn−j(P ) denote the finite set of subspaces E ∈ Grn−j,n such that
Sj(P, Sn−1 ∩ E) > 0. Summing (5.5) over all E ∈ Gn−j(P ) yields on one hand

κn−j
κj

∑
E∈Gn−j(P )

Sn−j(Q,Sn−1 ∩ E⊥) =
∑

E∈Gn−j(P )

Sj(P, Sn−1 ∩ E) = Sj(P, Sn−1).

On the other hand, since Q is the (n− j)-projection body of P , Theorem 2 and
(2.15) imply that

Sj(P, Sn−1) =
jan0 [Fj−n]

(2π)j(n− j)
Sn−j(Q, Sn−1) =

κn−j
κj

Sn−j(Q, Sn−1).

Consequently, since Sn−j(Q, ·) vanishes on great spheres of dimension d < j− 1,
we have

Sn−j(Q, Sn−1) =
∑

E∈Gn−j(P )

Sn−j(Q,Sn−1 ∩ E⊥) = Sn−j

Q, ⋃
E∈Gn−j(P )

(Sn−1 ∩ E⊥)

 .

This shows that Sn−j(Q, ·) is concentrated on a finite union of j−1 dimensional
great spheres. An application of Proposition 3.2 finishes the proof. �

It is well known that for every pair of convex bodies K,L ∈ Kn,

V (K[n− 1],Πn−1L) = V (L[n− 1],Πn−1K). (5.8)

This basic mixed volume identity for Minkowski’s projection body operator
Πn−1 and its variants for other Minkowski valuations have found numerous
applications (see, e.g., [1, 9, 28, 30, 68]). In view of Example 5.2 (c), our
final result of this section provides a generalization of (5.8) in the context of
j-projection bodies.

Theorem 5.4 Let 1 ≤ j ≤ n − 1 and let Ki, Li, i = 1, 2, be origin-symmetric
convex bodies with non-empty interior in Rn. If K1 is the j-projection body of
L1 and K2 is the (n− j)-projection body of L2, then

V (K1[j], K2[n− j]) = V (L1[n− j], L2[j]).
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Proof. Consider the valuations φ ∈ Val+n−j and ψ ∈ Val+j , defined by

φ(K) = V (K1[j], K[n− j]) and ψ(K) = V (L1[n− j], K[j]).

Then, by a well known relation between projection functions and mixed volumes
(see, e.g., [65, Theorem 5.3.1]), the Klain functions Kln−jφ ∈ C(Grn−j,n) and
Kljψ ∈ C(Grj,n) are given by

Kln−jφ(E) =

(
n

j

)−1

volj(K1|E⊥) and Kljψ(F ) =

(
n

j

)−1

voln−j(L1|F⊥).

Therefore, since K1 is the j-projection body of L1, we have

Kln−jφ = (Kljψ)⊥. (5.9)

Now, assume that φ and ψ are smooth. Then, by (5.9) and (3.12), ψ = Fφ.
Moreover, (as already explained after the proof of Theorem 4.1) it follows from
Theorem 3.5 and (3.11) that

φ(K2) = V (K1[j], K2[n− j]) = V (L1[n− j], L2[j]) = ψ(L2) (5.10)

which is the desired relation.
If φ and ψ are not smooth, but merely continuous, then a recent extension of

Alesker and Faifman [8, Propositions 4.4 and 4.5] of the Klain and Crofton maps
as well as Theorem 3.5 and (3.11) to generalized valuations (which include, in
particular, continuous valuations) implies that (5.10) still follows from (5.9). �

6. From j-intersection bodies to j-projection bodies

In this final section, we first recall the definition of the classes of convex bodies
Kns (j) introduced Weil [75] and their dual analogs, the j-Busemann-Petty star
bodies (also called generalized j-intersection bodies). Then, we relate these two
classes as well as the classes of j-intersection bodies and j-projection bodies via a
generalization of the duality transform introduced at the end of Example 5.2 (e).
Finally, we consider dual analogs of recent results on the relation between the
classes of j-intersection bodies and j-Busemann-Petty bodies for the classes
Kns (j) and the classes of j-projection bodies.

For 1 ≤ j ≤ n − 1, the class Kns (j) consists of all origin-symmetric convex
bodies K ∈ Kn for which there exists a non-negative Borel measure %j(K, ·) on
Grj,n such that

volj(K| · ) = Cj%j(K, ·).
The classes Kns (j) were subsequently investigated by Goodey and Weil [26] and
were recently shown to play an important role in the theory of valuations by
Parapatits and Wannerer [61].
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Examples 6.1

(a) It follows from (3.1) and (5.2) that Kns (1) = Zns , while, by (3.4), Kns (n−1)
coincides with the space Kns of all origin-symmetric convex bodies in Rn.

(b) For u1, . . . , uj ∈ Sn−1, we writeDj(u1, . . . , uj) for the j-dimensional volume
of the parallelepiped spanned by u1, . . . , uj. Moreover, we denote by
Λj : (u1, . . . , uj) 7→ span {u1, . . . , uj} the map from the set of linearly
independent j-tuples of vectors in Sn−1 to Grj,n. For a zonoid Z ∈ Zns ,
given by h(Z, ·) = C1µZ , its jth projection generating measure on Grj,n is
defined as the pushforward measure

ρ(j)(Z, ·) =
2j

j!
Λj,∗(Djd(µZ ⊗ · · · ⊗ µZ)).

It has the property (cf. [65, Theorem 5.3.5]) that

volj(Z| · ) = Cjρ(j)(Z, ·).

This shows, in particular, that Zns ⊆ Kns (j) for all 1 ≤ j ≤ n−1. Moreover,
Goodey and Weil [26] proved that for n ≥ 4 and 1 ≤ j ≤ n−3 any polytope
in Kns (j) is a zonotope.

Using the Cauchy-Kubota formula (3.4) as well as (2.10) and (2.12), it follows
that K ∈ Kns (j) if and only if

C1Sj(K, ·) =
2κn−1

κj
(Rn−j,1 ◦ Cn−j)%

⊥
j (K, ·)

for some non-negative Borel measure %j(K, ·) on Grj,n. But, by the composition
rule for Radon and cosine transforms (see, e.g., [30]) and the injectivity of the
spherical cosine transform C1, this is equivalent to

Sj(K, ·) =

(
n

j

)−1

nκn−jRn−j,1%
⊥
j (K, ·). (6.1)

Consequently, the class Kns (j) consists precisely of those origin-symmetric bodies
K ∈ Kn for which

Sj(K, ·) = Rn−j,1µj(K, ·) (6.2)

for some non-negative Borel measure µj(K, ·) on Grn−j,n.
The dual analogs of the classes Kns (j) were introduced by Zhang in 1996.

Definition ([78]) Suppose that 1 ≤ j ≤ n − 1. An origin-symmetric star body
D in Rn is called a j-Busemann-Petty body if

ρ(D, ·)j = Rn−j,1νj(D, ·) (6.3)

for some non-negative Borel measure νj(D, ·) on Grn−j,n.
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For 1 ≤ j ≤ n − 1, let Ins (j) denote the class of all (origin-symmetric)
j-intersection bodies in Rn and let BPns (j) denote the class of (origin-symmetric)
j-Busemann-Petty bodies in Rn. From their definition and Theorem 1 it follows
easily that

Ins (1) = BPns (1) and Ins (n− 1) = BPns (n− 1) = Sns , (6.4)

where here and in the following Sns denotes the class of origin-symmetric star
bodies in Rn. Recall that Ins (1) coincides with Lutwak’s intersection bodies.

The discovery and importance of the class BPns (j) is due to their connection
to the j-codimensional Busemann-Petty problem which asks whether the volume
of a convex body K ∈ Kns is smaller than that of another body L ∈ Kns if

voln−j(K ∩ E) ≤ voln−j(L ∩ E)

for all E ∈ Grn−j,n. Zhang [78] showed that a positive answer to this problem
is equivalent to whether all origin-symmetric convex bodies in Rn belong to the
class BPns (j). Subsequently, Bourgain and Zhang [16] proved that the answer is
negative for j < n−3 but the cases j = n−3 and j = n−2 remained open. This
was later reproved by Koldobsky [47] who also first considered the relationship
between the two types of generalizations of Lutwak’s intersection bodies, Ins (j)
and BPns (j), and proved that for all 1 ≤ j ≤ n− 1,

Ins (1) ⊆ BPns (j) ⊆ Ins (j). (6.5)

Koldobsky also asked whether, in fact, BPns (j) = Ins (j) holds not just for j = 1
and j = n − 1 but for all 2 ≤ j ≤ n − 2 as well. If this were true, a positive
answer to the j-codimensional Busemann-Petty problem for j ≥ n − 3 would
follow, since Kns ⊆ Ins (j) for those values of j. However, Milman gave the
following negative answer to Koldobsky’s question.

Theorem 6.2 ([60]) Suppose that n ≥ 4 and 2 ≤ j ≤ n− 2. Then there exists
a smooth star body of revolution D ∈ Ins (j) such that D 6∈ BPns (j).

Note that Theorem 6.2 did not resolve the open cases of the j-codimensional
Busemann-Petty problem since the body D is not necessarily convex.

Motivated by the formal analogy between Theorems 1 and 2 as well as the
definitions (6.2) and (6.3), we define now two ’duality’ transforms on smooth
convex bodies using Proposition 3.3 of Guan and Ma, thereby extending the
map which already appeared at the end of Example 5.2 (e). To this end, let
Kn,∞s denote the subset of Kns consisting of convex bodies of class C∞+ and recall
that for K ∈ Kn,∞s , each area measure Sj(K, ·) has a strictly positive smooth
density sj(K, ·) with respect to spherical Lebesgue measure.
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Definition For 1 ≤ j ≤ n− 1, the map Pj : Kn,∞s → Kn,∞s is defined by

sj(PjK, ·) = ρ(K, ·)j.

The map Ij : Kn,∞s → Sns is defined by

ρ(IjK, ·)j = sj(K, ·).

Clearly, the map Ij is a left inverse of Pj, that is Ij ◦ Pj = id. Moreover,
the following immediate consequences of Theorems 1 and 2 and definitions (6.2)
and (6.3), show that these maps are closely related to the various notions of
intersection and projection bodies.

Corollary 6.3 Suppose that 1 ≤ j ≤ n− 1 and let K,L ∈ Kn,∞s .

(a) If K is j-intersection body of L, then PjK is j-projection body of Pn−jL.

(b) If K is j-projection body of L, then IjK is j-intersection body of In−jL.

(c) If K ∈ BPns (j), then PjK ∈ Kns (j).

(d) If K ∈ Kns (j), then IjK ∈ BPns (j).

For 1 ≤ j ≤ n − 1, let Pns (j) denote the class of all (origin-symmetric)
j-projection bodies in Rn. In view of the duality relations and various
analogies between results on j-intersection bodies and j-projection bodies we
have encountered so far, it is natural to ask whether there is a relation similar
to (6.5) between the classes Kns (j) and Pns (j). Recall from Example 5.2 (c) and
Examples 6.1 that

Kns (1) = Pns (1) = Zns and Kns (n− 1) = Pns (n− 1) = Kns ,

which is the dual analog of (6.4), and that Zns ⊆ Kns (j) for all 1 ≤ j ≤ n − 1.
However, with our next result we will show that there is no dual analog of
relation (6.5) at least for n ≥ 5 and 3 ≤ j ≤ n − 2. To this end, we say a
zonotope Z ∈ Zns is generated by vectors v1, . . . , vm ∈ Sn−1 in general position if
any choice of n of these vectors is linearly independent and

Z = α1[−v1, v1] + · · ·+ αm[−vm, vm] (6.6)

for some positive constants α1, . . . , αm ∈ R. Here, [−v, v] denotes the line
segment joining the vectors −v and v.

Theorem 6.4 If n ≥ 5 and 3 ≤ j ≤ n − 2, then a zonotope Z ∈ Zns with
generating vectors v1, . . . , vm in general position is a j-projection body if and
only if it is a parallelotope.
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Proof. If Z is a parallelotope, then, by Example 5.2 (b), it is a j-projection
body for every 1 ≤ j ≤ n− 1. Let us therefore assume that Z ∈ Zns is given by
(6.6) and that Z is the j-projection body of Z ′. Since Z is a zonotope, we have
h(Z, ·) = C1µZ , where, by (6.6), the measure µZ is the discrete (even) measure
on Sn−1 given by

µZ = α1
δ−v1 + δv1

2
+ · · ·+ αm

δ−vm + δvm
2

.

From this and the definition of the jth projection generating measure of Z, it
follows that ρ(j)(Z, ·) is also a discrete measure. Letting I(Z, j) denote the set
of ordered j-tuples of the vectors vi, we claim that ρ(j)(Z, ·) is supported on the
subspaces EI := Λj(I), I ∈ I(Z, j). Indeed, if a subspace E ∈ Grj,n contains
strictly less than j of the vectors vi, then clearly ρ(j)(Z, {E}) = 0. If on the
other hand I = {vi1 , . . . , vij} ∈ I(Z, j), then, by our assumption, vi1 , . . . , vij is
the only j-tuple in I(Z, j) such that all j vectors are contained in EI and, thus,

ρ(j)(Z, {EI}) = αi1 · · ·αij Dj(vi1 , . . . , vij) δEI
.

Next, we want to show that Z ′ is also a zonotope and that

ρ(n−j)(Z
′, ·) = ρ⊥(j)(Z, ·). (6.7)

To see this, first note that, by Theorem 2, Proposition 2.5, and (6.1), Z is the
j-projection body of Z ′ if and only if

Sn−j(Z
′, ·) =

(
n

j

)−1

nκj Rj,1ρ(j)(Z, ·). (6.8)

This implies that Z ′ ∈ Kns (n− j) by (6.2). On the other hand, by Theorem 5.3,
Z ′ is a polytope. Since n ≥ 5 and 3 ≤ j ≤ n − 2, the concluding remark of
Example 6.1 (b) therefore shows that Z ′ is a zonotope. Consequently, by (6.1),

Sn−j(Z
′, ·) =

(
n

j

)−1

nκj Rj,1ρ
⊥
(n−j)(Z

′, ·). (6.9)

In order to conclude now (6.7) from (6.8) and (6.9), observe that there are no
discrete measures in the kernel of Rj,1. Indeed, this follows directly from the
fact that for every ε > 0, there exists a function gε ∈ C∞(Sn−1) such that
R1,jgε attains 1 at a given subspace E ∈ Grj,n and is smaller then ε outside an
ε-neighborhood of E (cf. the proof of Theorem 5.3).

From the first part of the proof, we conclude that ρ(n−j)(Z
′, ·) is concentrated

on the finite set of subspaces E⊥I , I ∈ I(Z, j), and therefore a sum of line
segments, each of which is an element of the union of those subspaces. Moreover,
for k >

(
n−1
j

)
and distinct I1, . . . , Ik ∈ I(Z, j), EI1 ∪ · · · ∪ EIk contains a basis

of Rn by our assumption. Hence,

E⊥I1 ∩ · · · ∩ E
⊥
Ik

= (EI1 ∪ · · · ∪ EIk)⊥ = {0}.

37



It follows that each generating line segment of Z ′ lies in the intersection
of at most

(
n−1
j

)
of those subspaces. Since for a parallelotope each of its

n generating line segments lies in exactly
(
n−1
j

)
support subspaces of its jth

projection generating measure, this is only possible if Z ′ itself is a parallelotope
in which case Z must be a parallelotpe aswell, by Example 5.2 (b). �

Our final result constitutes a partial analog of Milman’s Theorem 6.2.

Theorem 6.5 There exists a smooth convex body of revolution K ∈ P4
s (2) such

that K 6∈ K4
s(2).

Proof. For ε > 0 and t ∈ [−1, 1], let

sε(t) = 1 + ε+
5

2
P 4

4 (t) =
3

2
+ ε− 6t2 + 8t4,

where P 4
4 denotes the Legendre polynomial of dimension 4 and degree 4. We

first want to prove that for every ε > 0, there exists a strictly convex body of
revolution Kε ∈ K4

s whose area measure of order 2 has a density of the form

s2(Kε, ē · . ) = sε(ē · . ).

To this end, we will show that sε(ē · . ) satisfies conditions (i), (ii), and (iii) of
Theorem 3.4 with j = 2 and n = 4. Note that since sε is an even polynomial
which is strictly positive for every ε > 0, conditions (i) and (ii) hold trivially.
However, from∫ 1

t

ξ sε(ξ)(1− ξ2)
1
2 dξ =

(1− t2)
3
2

42
(13 + 14ε− 12t2 + 48t4)

it follows by a straightforward calculation that also condition (iii) is satisfied.
Next observe that, by (2.15), a4

2k[F−2] = (2π)2(−1)k. Thus, by Theorem 2,
Kε is a 2-projection body of a dilate of itself. It remains to show that Kε /∈ K4

s(2)
for sufficiently small ε. To this end, note that there exists a unique spherical
function %2(Kε, ·) ∈ C∞(Grj,n)sph such that

vol2(Kε| · ) = C2%2(Kε, ·). (6.10)

Indeed, by (6.1), the function %2(Kε, ·) is given by

%2(Kε, ·) =
3

2π
(⊥∗ ◦ R2,3)−1sε(ē · . ).

This is well defined since s2(Kε, ·) is smooth and SO(n − 1)-invariant and
therefore, by definition, spherical. The uniqueness follows from the injectivity
of C2 on spherical functions. We conclude that, since Kε is SO(n− 1) invariant
and C2 commutes with rotations, the SO(n− 1) symmetrization of any measure
satisfying (6.10) must coincide with %2(Kε, ·). Hence, in order to prove that
Kε /∈ K4

s(2), it suffices to show that (⊥∗ ◦R2,3)−1s0(ē · . ) attains negative values.

38



Using the spherical Radon transform R := ⊥∗ ◦ R1,n−1 and the composition
rules for Radon transforms, it follows that

(⊥∗ ◦ R2,3)−1s0(ē · . ) =
(
R1,2 ◦ R−1

)
s0(ē · . ).

Hence, since a4
0[R] = 1 and a4

4[R] = 1
5

(see, e.g., [36, Lemma 3.4.7]), we must
show that

(R1,2 ◦ R−1) s0(ē · . ) = R1,2

(
1 +

25

2
P 4

4 (ē · . )
)

attains negative values. Now, by [60, Corollary 3.3], we have for f ∈ C[0, 1],

(R1,2f(ē · . )) (E) =
2

π

∫ 1

0

f(| cos(E, ē)| t)(1− t2)−
1
2 dt.

This means that we have to find a ξ ∈ [0, 1] such that∫ 1

0

(
1 +

25

2
P 4

4 (ξt)

)
(1− t2)−

1
2 dt =

15π

2
ξ2(ξ2 − 1) +

7π

4
< 0.

Clearly, one possible choice is given by ξ = 1√
2
. �
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