1 Introductionl]

This project addresses the proof theory of first-order logic extended by Henkin quan-
tifiers and further extended to independence-friendly logic. Quantifiers in these logics
restrict the dependency of variables from variables beyond the linear order and are
named branching quantifiers.

Branching quantifiers were first introduced in a conference paper by Henkin [15]
cf. [22] for an overview. Besides in mathematical logic, branching quantifiers appear in
various contexts, such as natural languages [30], game theory [31] and computation [10].

Systems of partially ordered quantification are intermediate in strength between
first-order logic and second-order logic. Similar to second-order logic, first-order logic
extended by branching quantifiers is incomplete. In proof theory incomplete logics are
represented by partial proof systems, c.f. the wealth of approaches dealing with partial
proof systems for second-order logic. In an analytic setting, these partial systems allow
the extraction of implicit information in proofs, i.e. proof mining.

However, in contrast to second-order logic only few results are dealing with the proof
theoretic aspect of the use of branching quantifiers in partial systems. The project lies
within this under-investigated area of research, focusing particularly on developing
various calculi for branching quantifiers which admit cut-elimination. This is of central
importance for the analysis of mathematical proofs involving structured objects and
helpful for the investigation of linguistic argumentations. Moreover, the project aims
at extending CERES, the up to date most efficient method for the analysis of first-order
proofs, to the area of branching quantifiers.

The main tool to develop the intended calculi is to provide quantifier inference rules
with generalized eigenvariable conditions. A more foundational aim of the project is
therefore to characterize the logics obtainable from generalized eigenvariable conditions

of classical first-order logic.

2 State of the art

2.1 Branching quantifiers in second-order logic

Henkin introduced the general idea of dependent quantifiers @, » 7 that extends clas-
sical first-order logic. This leads to the notion of a partially ordered quantifier with m

universal quantifiers and n existential quantifiers, where I is a function that determines

!This project is the resubmission of the project “Proof theory of Henkin quantifiers” (P 30173-N35)
supported by the innovative comments and suggestions of the referees. The project title has been
changed to emphasise the generality of the research and its contribution to CERES.



for each existential quantifier on which universal quantifiers it depends (m and n may
be any finite number).
The simplest Henkin quantifier that is not definable in ordinary first-order logic is

the quantifier Qg binding four variables in a formula. A formula A using Qg can be

Ve Fu
AH = < Vy Jv ) A(xvyauvv)'

written as

This is to be read "For every x there is a u and for every y there is a v (depending
only on y)” such that A(z,y,u,v). If the semantical meaning of this formula is given in
second-order notation, the above formula is semantically equivalent to the second-order

formula

3f3gVavyA(x,y, f(x),9(y)),

where f and g are function variables. In general, any Henkin quantifier corresponds
to a prefix of existential quantifiers on functions followed by universal quantifiers on

objects. If the Henkin quantifier is balanced it may be written as

1 1
xy oo 2 yr o Yt
1 m 1 n
Ty e XY Ypo o Y

J are universal quantifiers, y] are existential quantifiers and y% depends only
1 m
on xz, ... "

where

In [20] Hintikka and Sandu introduced independence-friendly logic (IF logic), which
is a generalization of Henkin quantifiers to arbitrary quantifier dependencies. The
syntax of IF logic is based on terms and atomic formulas defined exactly as in first-

order logic. Formulas of IF logic are defined as follows:

1. Any atomic formula ¢ is an IF formula.

2. If ¢ is an IF formula, then —¢ is an IF formula.

w

. If ¢ and v are IF formulas, then ¢ o 1) for o € {A,V} is an IF formula.

4. If ¢ is a formula, v is a variable and V is a finite set of variables, then (Jv/V')¢
and (Yv/V)e are IF formulas.

The set of free variables F'V(¢) of an IF formula ¢ is defined as in usual first-order
logic and we add: FV ((3v/V)p) = FV((Vv/V)p) = (FV(p)\{v}) U V.
The meaning of an IF formula ¢ is defined by its translation to second-order logic.

Free variables in ¢ are considered to be universally quantified and we define U = ().



Then the translation Ty (¢) of an IF formula ¢ relative to U is inductively defined as

follows:
1. Ty(p) = ¢ if ¢ is atomic.
2. Ty(p o) =Tu(p) o Ty(y) for o € {A,V}.

3. Tu((Vo/V)p) = VYoTyuw(e) if (Yo/V)e occurs positively and
Toue(@){v < fo(y1,...,yn)} if (Yv/V)p occurs negatively, where f, is a new

function symbol and y1,...,y, is a list of the variables in U\ V.

4. Ty ((Fv/V)e) = Tuuw(e){v < fo(yi,...,yn)} if (3v/V)p occurs positively, where
fv is a new function symbol and yi,...,y, is a list of the variables in U\V and

Ty (p) if (3v/V)p occurs negatively.

Note that IF logic extends Henkin quantifiers, which can be considered as expression

dominated by function variables of the same arity.

2.2 Fundamental properties

The first nontrivial theorem about branching quantifiers was formulated in [15] and
proved by Ehrenfeucht, where he showed that the class of all finite models is definable
by a sentence with branching quantifiers. Therefore classical logic containing Qg is es-
sentially stronger than usual first-order logic, i.e. the set of tautologies is not recursively
enumerable.

It is known that classical logic extended by QQr does not satisfy the compactness,
Lowenheim-Skolem and interpolation theorems, also the Beth property fails [24] and
[29]. In fact, this logic is very expressive [8] and [21]. However, it is shown that the
downward Lowenheim-Skolem theorem holds for those sentences of first-order predicate
calculus extended by Qg whose only non-logical symbol is the equality symbol [24].

Already classical logic extended by Q is $i-complete [13], [36].

2.3 Decidability questions

In [21] it is shown that the monadic fragment of classical logic extended by Qp is
decidable. The same logic with at least one binary function or at least one binary
predicate added has a nonarithmetical set of tautologies [28]. (Only logics restricted to
poor vocabularies - monadic or empty - admit an arithmetical degree of unsolvability
[28]).



2.4 Results on proof theory: partial proof systems

As no first-order logic containing Q) is recursively enumerable, only partial proof the-
oretic representations are possible. (Note that partial representations are not unusual
in proof theory; there are many results about partial second-order systems in the liter-
ature.) However, there are only few papers that deal with a proof theory for branching
quantifiers. The most important paper is the work of Lopez-Escobar |25]. The system
of Lopez-Escobar is semantically related to interpretations in non-standard models; we
discuss the system of Lopez-Escobar in more detail in Section In Takeuti’s Proof
Theory §24 [35] an infinitary concept of generalized quantifiers is introduced where
Henkin quantifiers can be accommodated. Note however that this approach is based

on the assumption that there are no function symbols in the language.

2.5 Proof-theoretic prerequisites

Since the aim of this project is to develop a proof theoretic representation of branching
quantifiers within classical logic, we prefer the format of sequent calculus admitting cut-
elimination. In our opinion Lopez-Escobar [25] has chosen a natural deduction format

based on the assumption that only the introduction rule for Qg has to be formulated:

r

Ala, b, s(a), t(b))

3
2 Ay, 0)
Yy dv

where a and b fulfil the obvious eigenvariable conditions. The elimination rule is formu-
lated in analogy to the elimination rule for existential quantifiers. We are convinced that
the natural deduction format is less suitable for classical logic, but it may be worth
to come back to the approach of Lopez-Escobar for the representation of branching

quantifiers in intuitionistic logic.

2.5.1 Traditional methods of cut-elimination

Cut-elimination has been introduced by Gentzen in [14]. He proved in his famous
Hauptsatz that the cut-rule can always be eliminated from formal proofs in systems
like LK. Gentzen introduced a method for cut-elimination, which can be described
as reductive cut-elimination. The characteristic feature of this method is a stepwise
rewriting of the proof, based on a rewrite system R. Cut-formulas are decomposed

w.r.t. their outermost logical operator, leading to a reduction of their logical complexity
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(their grade). Moreover, cut-inferences are shifted upwards, leading to a reduction of
the rank of the corresponding cut-formulas. Though reductive cut-elimination has a
wide range of applications, Gentzen’s method is algorithmically expensive. The reason
is that single steps of the method are local and therefore independent of the global
structure of the proof.

Another reductive method for cut-elimination is the method by Schiitte and Tait
[34]. It is similar to Gentzen’s cut-elimination, where it reduces the grade, but it
selects the cuts in a different way. While Gentzen’s procedure selects an uppermost
cut, Schiitte-Tait’s procedure selects a largest one (w.r.t. the logical complexity of the

cut-formula).

2.5.2 Cut-elimination by resolution, CERES

Baaz and Leitsch introduced an alternative cut-elimination method based on resolution
called CERES (cut elimination by resolution) [5]. The technique relies on the resolution
method from automated-theorem proving. In contrast to reductive cut-elimination,
which operates on small parts of the proof, CERES takes the global structure of an
LK-proof into account. The general procedure of CERES can be described as follows.
First extract the characteristic clause set (an unsatisfiable set of clauses encoding the
structure of a proof that contains cuts) from the given proof. Then compute a resolution
refutation v of the characteristic clause set, which serves as a skeleton for a proof ¢
containing at most atomic cuts. Finally transform the resolution refutation - into ¢ by
replacing its leaves by so-called projections (i.e. cut-free parts of the original proof) [7].

Originally CERES was developed for classical logic, but it has also been successfully
extended to higher-order logic [16],non-classical logics [6], [2] and intuitionistic logic [23].
While first-order CERES proved efficient in the analysis of real mathematical proofs
(e.g. in the analysis of Fiirstenberg’s proof of the infinitude of primes [3]) higher-order
CERES remained of theoretical interest only: due to the undecidability of higher-order
unification the refutation of the (higher-order) characteristic sequents sets becomes
a very hard problem (only a few simple proofs could be analyzed). This indicates
that first-order formulations of problems (whenever possible) will be beneficial to proof

analysis via CERES.

2.6 Branching quantifiers in mathematical proofs

At first glance it is not immediate to see that branching quantifiers extend the usual
tools of mathematical argumentation. They are replaced by structural features, such as

vectors or matrices. In contrast to these structural features, branching quantifiers would



enable to deal directly with the components of the structured object without encoding.
For instance, using @ ;7 we may express directly a function with two-dimensional vectors
as arguments without referring to the vectors as objects. Another example is the
concept of uniform convergence, c.f. [22] introduction.

The avoidance of branching quantifiers is therefore connected to seemingly minor
extensions of the mathematical language with corresponding additional axioms such
as pairing and projections. However, when it comes to a proof theoretical analysis
of mathematical arguments, such differences in the formalization have a considerable

impact e.g. on structure and complexity of the Herbrand disjunction.

2.7 Branching quantifiers in linguistics

The main linguistic question concerning branching quantifiers is: “Are non-linear quan-
tifiers needed for the representation of natural language?” This question has been
formulated in [19] for the first time.

We refer to [30] and [33] for references on quantifiers in natural language: among
the sentences emphasising the use of Henkin quantifiers are “Some relatives of each
villager and some relatives of each townsmen hate each other.”, “In my class, most
boys and most girls dated each other.”, “Most of the parliament members referred to
each other.” and “The richer the firm, the more powerful its CEO.”.

3 Aims of the project

The main aim of this project is to develop suitable analytic calculi as foundation for
a proof theory for branching quantifiers. Despite the inherent incompleteness w.r.t.
the semantics of branching quantifiers these calculi should serve the purpose to prove
(some of the) theorems and to analyze derivations of corresponding statements. In
particular we want to investigate two approaches. The first one is based on a translation
to second-order logic, resulting in a calculus LK. This approach is immediate as
formulas containing branching quantifiers can be understood as second-order formulas
with function variables. But in case of applications of CERES we are dealing with
second-order unification, which is undecidable [17], [37]. Therefore a second approach
is needed, where we aim to develop a representation of branching quantifiers in the
format of first-order logic. This novel calculus LK} will be designed to be suitable for
the intended applications. We have already mentioned in Section [2.5.2] that the method
CERES performs best in first-order logic; hence the development of LK} should lay the

ground for an efficient proof analysis.



3.1 Representations in partial systems of second-order logic

As described, formulas containing branching quantifiers can be expressed in second-
order logic [15], [10], [13]. For this representation function variables but no predicate

variables are necessary. Consider for example the Henkin formula

Vx Ju
Apg = < Vy Jv ) A(m,y,u,v).

Its translation to second-order logic gives the formula

A*: 3f3gVavy. Az, y, f(x),9(y)).

In order to verify the formula Ay we give a proof of A* in a suitable partial function
calculus (Funktionenkalkiil) which, besides the standard first-order features contains
function variables of arbitrary arity. Surprisingly this fragment of second-order logic
did not receive much attention.

The language of this function calculus LK/ is the language of LK extended by
countably many free and bound function variables. The semantics is the semantics
of LK extended by the semantics of the function variables, this means that univer-
sal quantification over some function variable X iterates through all terms and that
existential quantification iterates over at least one term.

LK/ is LK extended by four quantifier rules:

e V-introduction for second-order function variables
A{X « Mzt TEA FEAA{X «+ Y} ;
(VX)A,T - A l A (VX)A r

where X is a second-order function variable, ¢ is a term with free variables not
bound in A (¢ may contain second-order variables) and Y is a second-order eigen-

variable of same type as X.

e J-introduction for second-order function variables
A{X < Y}LTFA of M AJA{X « A\T.t} f
(3X)A,THEA ! A (3X)A r

where the variable conditions for Ellf are the same as those for V/ and similarly
for 3/ and V.

Though this logic is, of course, not complete it enjoys several nice semantic and

proof theoretic features:



1. It is complete w.r.t. term models (this can be shown via a Schiitte-type com-
pleteness proof) which define a very natural non-standard semantics. This means

that existence in this calculus relates to definable functions.

2. Gentzen’s and Schiitte-Tait’s cut-elimination can be carried over from LK with-

out major changes and allows proof mining of functional interconnections.
3. The downward Léwenheim-Skolem theorem holds.

4. As also prenex forms are closed under substitution (which does not hold for
full second-order logic) we also obtain a midsequent theorem and can extract

Herbrand sequents from proofs.

The main open problem of LK concerns the use of Skolem functionals replacing
strong function quantifiers. We intend to show that suitable chosen Skolem functionals
are eliminable from Herbrand disjunctions using an approach similar to that of the
Second Epsilon Theorem [18]. In addition we will try to establish suitable variants of the
interpolation and Beth definability theorem using extensions of Maehara’s theorem [35].
Note that this stands in contrast to properties of the full second-order system for Henkin
quantifiers.

Henkin quantifiers formalized as above are weak in the sense that e.g.

(V) (3a") Pz, 2') — ( vo 3
vy 3y
derivability of the Axiom of Choice Va3yP(x,y) — IfVaP(z, f(x)) c.f. [22] page 249.

Therefore, in our context the linear Henkin quantifier ( VY Jy ) P(z,y) is not equiv-

) P(x,2') is not derivable. This follows from the non-

alent to Va3dyP(x,y) (consequently, the systems LB and LS in [27] are stronger than
our system of Henkin quantifiers).

As the emphasis of this project is the automated analysis of proofs and argumenta-
tions we prefer the explicit denotation of functional interrelations: for example, adding
VzIyP(z,y) — ( Ve dy )P(x,y) to the antecedent of a sequent expresses the as-

sumption that there is a choice function for P.
3.2 Analytic sequent calculi for branching quantifiers in the format
of first-order logic

For simplicity we describe the intended general framework w.r.t. Q. One possible
approach to establish a suitable calculus LK}, is the following. Consider the Henkin

quantifier Qg occurring in the formula

Ve Fu
Ay = A(x,y,u,v
H < vy v ) (z,y )
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as a macro of four inferences in LK deriving A*: 3f3gVavy.A(xz,y, f(x),g(y)) from a
suitable premise and investigate the eigenvariable conditions. We suggest the formation
of right and left inference rules for Qg in the following way:

Right: The LK premise is I' = A, A(a, b, t1,t2), where a and b are eigenvariables
not allowed to occur in the lower sequent and ¢; and t9 are terms s.t. ¢; must not
contain b and ¢2 must not contain a. This leads to the obvious rule (already used by
Lopez-Escobar [25]):

'+ A, A(a,b,t1,t2)
I'+AQuA(x,y,u,v)
Obviously, the premise of this rule allows the derivation of the macro in LKj.
Left: The premise of the left inference rule of LK is A(t1,t2, f(t1),9(t2)), 11 =T

where f and g are eigenvariables. Replace f(t1) everywhere by a and g(t2) everywhere

QH,

by b. The suggested inference rules are therefore:
A(t), th,a,b), TTF T
QHA('CEa Yy, u, U), IET

a and b are eigenvariables not allowed to occur in the lower sequent and ¢, t, are terms

Quy,

s.t. a does not occur in t5 and a and b do not occur in .
A(ty,th,a,b),ITFT
QHA(xa Yy, u, U)a IET

a and b are eigenvariables not allowed to occur in the lower sequent and ¢}, ¢, are terms

QHi,

s.t. b does not occur in t} and a and b do not occur in t5.

The eigenvariable conditions ensure that f(#;) and g(t5) can be simultaneously
substituted into a and b, respectively. Therefore the premise of the inference of the
LK macro can be reconstructed.

Remark: In case there are no two-place function symbols in the language then there
is only one left inference rule for Qp.

To illustrate the intended calculus, consider the following simple example:

A(a,b,c,d) F A(a, b, c,d)
A(a,b,c,d) - FvA(a,b,c,v) "
A(a,b,c,d) - JuFvA(a,b,u,v)

Qm,

3
Vo 3 A(z,y,u,v) F JudvA(a,b,u,v)
Yy dv

vy

Ve 3
v A(z,y,u,v) F VyFuvA(a, y, u,v)
Yy v

vy

Ve 3
( v ) Az, y,u,v) b VaVyTJuFvA(z, y, u, v)
Yy v

9



The midsequent is A(a,b,c,d) + A(a,b,c,d).

This approach can be extended to IF logic by giving up the locality of eigenvariable
conditions, c.f. [1]: terms inferring the weak quantifiers (negative universal and positive
existential) may contain the eigenvariables of the strong (positive universal and negative
existential) quantifiers these weak quantifiers do not depend upon.

The main objective is to prove the redundancy of the cut-rule for LK}, where it
may turn out to be necessary to modify the eigenvariable conditions (as above). The

following approaches seem to be the most promising ones:
1. Prove cut-elimination using Gentzen or Schiitte-Tait style approaches.

2. Refine cut-elimination for LKy by keeping the inferences for the defining formulas
for Henkin quantifiers as macros. This approach might use CERES on a meta level,
i.e. on the level of LK.

3. Use rule permutations to reconstruct the inference macros from the cut-free LK

derivations.
4. Show cut-free completeness for a suitable collection of non-standard models.

Corollaries to the eliminability of the cut-rule are Herbrand’s theorem in the variant
of the midsequent theorem and interpolation via Maehara’s lemma.

The proof theoretic Skolemization of the end-sequent is obtained in classical logic
by replacing eigenvariables in strong quantifier inferences (V right, 3 left) by suitable
Skolem terms. The same strategy may be used to obtain Skolem forms from cut-free
LK-proofs. It will be however necessary to show that such Skolem functions can be

replaced by quantifiers again, similar to [4].

3.3 The development of CERES for mathematical and linguistic appli-

cations

One of the main applications of the intended analyticity of LK} and the possibility to
remove Skolem functions from cut-free proofs is the formulation of a suitable CERES-
method based on standard unification. This will allow the analysis of mathematical
proofs with structured objects as mentioned in [2.6]

For the application of CERES to linguistics we intend to connect to a substantial
project of Christian RetoréE] intending to construct a platform for argumentations.

More precisely, the platform should describe interventions in texts as follows:

2Christian Retoré (Faculté des Sciences - Université de Montpellier) suggested to connect the
projects (Christian Retoré, E-mail communication). This line of research is also in accordance with the
suggestions of the referees.
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1. A part of the previous argument (the so-called anchor of the intervention) is

selected.
2. The selected part is reformulated in own words to identify misunderstandings.
3. Agree, disagree or don’t understand are selected.
4. An argument for the selected opinion is provided.

CERES should support this platform by extracting Herbrand disjunctions in suitable

cases to determine minimal preconditions for contradictions.

3.4 The expressibility of generalized eigenvariable conditions

The eigenvariables in the first-order formulation of branching quantifiers are subjected

to the following conditions:
1. They do not occur in the conclusion of the rule.

2. Their occurrence in specific terms in the inference premise is constrained. The

only constraint is non-occurrence.

We intend to determine the expressibility and the proof-theoretic properties of quan-
tifiers based on such eigenvariable conditions. This includes the question whether all

quantifiers definable in LK can be represented in this way.

3.5 Epsilon calculus’

Epsilon calculus, introduced by David Hilbert, see |18},26], replaces quantifiers in clas-
sical logic by e-terms. JzA(x) is translated into A(e,A(z)) and VzA(x) is translated
into A(egz—A(x)) or, if preferred, into A(7,A(z)) (formulas are translated inside-out).
A proof in first-order logic is translated into epsilon calculus by adding critical formu-
las A(t) D A(ezA(z)) and A(1,A(z)) D A(t) for weak quantifier inferences to classical
propositional logic. Strong quantifiers inferences depending on eigenvariable conditions
are replaced by substitutions. The first epsilon theorem is an elimination device for crit-
ical formulas by which purely existential statements are transformed into a Herbrand
disjunction.

It is intended to extend the concept of epsilon calculus to our partial systems with
branching quantifiers. The main principle is that in the translation of depending vari-
ables those variables they do not depend upon and the corresponding e-terms are

blocked.

3The inclusion of this paragraph has been suggested by the referees.
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Example: To translate

3
2 ) Ay, 0)
Yy dv

into epsilon calculus, we first translate the u/v components obtaining
A(a, b, e Aa, #,u,v), e, A(#,b,u,v)).

The translation of the full formula results from substituting at first
t(a) = 1y A(a,y,euA(a, #, u,v), e, A(#,y,u,v)) for b and then
TyA(a,t(a), euA(a, #, u,v), e, A(#, t(a), u,v)) for a. (Note that the order of the trans-
lation of the z,y components is proof theoretically irrelevant.)

We intend to extend the first epsilon theorem to these concepts. Note that the
advantage of the epsilon formalism for branching quantifiers is that they can be handled

locally.

3.6 Implementations and experiments

We intend to develop implementations of the most important algorithms resulting from
this project. More precisely, we want to extend the existing implementations of the
method CERES (see GAPT [12]) which works on proofs in ordinary LK to input proofs
in LK,

The clause forms resulting from the proof theoretic Skolemization methods sketched
in the preceding sections can be handled by resolution based automated theorem

provers, as Vampire [32]. Example: To prove

Ve 3
v A(z,y,u,v) b VeVyJuIvA(z, y, u, v)
Yy v

(where A(z,y,u,v) is atomic) we have to refute the formula
QuA(z,y,u,v) N VeVyJuvA(z,y, u,v).
The intended Skolemization is:
VaVyA(z,y, f(x),g9(y)) A VYuVv—A(r, s,u,v),

which leads to the clause form:

{{A(xa Y, f(l‘), g(y))}? {_'A(Tv S, 33,7 y/)}}

12



which can be refuted by resolution:

{A(x,y,f(x),g(y))} {ﬁA(r,S,xl,y/)}
0

The soundness of this approach depends on the conservativity of the proof theoretic

Skolemization used.

Experiments will compare the efficiency of the described approaches to

1. resolution based theorem provers based on the clause form of the problem using
the usual encoding of branching quantifiers in mathematics by structure opera-

tions such as lists,

2. higher-order automated theorem provers such as Leo-1I and Satallax |9,11] applied

to direct translations of branching quantifiers to second order expressions.

Natural source of examples are domains in mathematics with finitely structured objects
such as problems in theories of linear transformations and in finitely dimensional affine
geometry. Branching quantifiers allow to formulate the problems without reference to

e.g. the concept of list on object level.

4 Ethical issues and broader effects

No ethical issues beyond those relevant to any research project have to be taken into

account.

5 Work plan and personnel

5.1 Personnel information

1. Ao.Univ.Prof. Dr.phil. Matthias Baaz
Institut fiir Diskrete Mathematik und Geometrie E104
Technische Universitdat Wien
Wieder Hauptstrasse 8-10, 1040 Wien

2. Univ.Prof. Dr.phil. Alexander Leitsch
Institut fiir Computersprachen E185.2
Technische Universitdt Wien
Favoritenstrasse 9, 1040 Wien

3. Dr.techn. Giselle Machado Nogueira Reis
Carnegie Mellon University Qatar
Doha, Qatar
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Faculté des Sciences - Université de Montpellier

Montpellier, France

Christian Retoré is head of an important institute for computational linguistics.
He made his scientific career in proof theory and therefore his experience will be

crucial to the investigations of the linguistic aspects of this project.
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