
ON THE PROFILE OF RANDOM FORESTS

BERNHARD GITTENBERGER∗

Abstract. An approach via generating functions is used to derive multivariate asymptotic

distributions for the number of nodes in strata of random forests. For a certain range for

the strata numbers we obtain a weak limit theorem to Brownian motion as well. Moreover, a

moment convergence theorem for the width of random forests is derived.

1. Introduction

We consider the set F (n,N) of random forests consisting of n vertices and N rooted trees
which can be viewed as realizations of Galton-Watson branching processes with N initial particles
and conditioned to have total progeny n. Such forests consist of simply generated trees according
to Meir and Moon [20] and therefore they can easily be described by generating functions: Let
b(z) =

∑

n≥0 bn,Nzn denote the generating function for those forests. Then we have b(z) = a(z)N

with a(z) = zϕ(a(z)). Here a(z) is the generating function for a single tree and ϕ(t) =
∑

n≥0 ϕntn

is the generating function of an arbitrary sequence (ϕk)k≥0 of nonnegative numbers with ϕ0 > 0.
In this setting bn,N can be viewed as the number of forests in F (n,N), weighted according to the
probability on F (n,N), i.e., to each forest F is assigned a weight

ω(F ) =
∏

k≥0

ϕ
nk(F )
k

where nk(F ) is the number of nodes with out-degree k. The ϕk are related to the offspring distri-
bution ξ via P {ξ = k} = τkϕk/ϕ(τ), with a positive number τ within the circle of convergence of
ϕ(t). This means that the probability that the realization CGW of a conditioned Galton-Watson
process as described above (offspring ξ, N initial particles, and conditioned to total progeny n)
equals a given forest f ∈ F (n,N) is proportional to the weight of f , precisely, we have

P {CGW = f} = ω(f)
/

∑

f∈F (n,N)

ω(f).

Without loss of generality we may assume Eξ = 1 which equivalently means that τ satisfies
τϕ′(τ) = ϕ(τ). Then the variance of ξ can also be expressed in terms of ϕ(t) and is given by

σ2 =
τ2ϕ′′(τ)

ϕ(τ)
. (1.1)

The height of a vertex x is defined by the number of edges comprising the unique path which
connects x with the root of the tree containing x. We are interested in the profile of random forests,
thus we define Ln,N (k) to be the number of vertices at height k in a random forest in F (n,N).
First, let us mention that the average height of a random forest in F (n,N) is proportional to

√
n

as n → ∞ and N = O (
√

n), see [21] and [23] for special cases and [24] for general simply generated
forests. Thus the most interesting range is k = O (

√
n). Pavlov [22] derived distributional results

for various ranges of n,N, k for labeled trees. Different tree classes are treated in [4, 10] and
results for other ranges can be found in [26]. For a survey of results on random forests we refer
the reader to [25]. Theorems 5 and 6 in [22] give a formula for the limiting distribution as integral
with respect to a two-dimensional probability distribution with explicit Fourier transform for the
ranges k/

√
n → α > 0 and N = o(

√
n) and N ∼ √

n (cf. [19] for the random tree analogue).
These theorems have been generalized by Pitman [27] who related the profile of simply generated
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random forests in the above mentioned range for n,N, k to stochastic differential equations and
obtained a weak limit theorem

(

2

σ
√

n
Ln,N

(

2κ
√

n

σ

)

, κ ≥ 0

)

d−→ (Xα,κ, κ ≥ 0) (1.2)

if 2N/σ
√

n → α, where Xα,κ can be characterized by a stochastic differential equation: Let β
denote a Brownian motion and set

u(X) = inf

{

v :

∫ v

0

Xs ds = 1

}

.

Then Pitman [27] showed that for each α > 0 there exists a unique strong solution of the Itô SDE

X0 = α, dXκ = δκ(X) dv + 2
√

Xκdβκ; κ ∈ [0, u(X)), Xκ ≡ 0 for κ ≥ u(X)

with

δκ(X) = 4 − X2
κ

(

1 −
∫ κ

0

Xs ds

)−1

.

This process can be identified as total local time of a Brownian bridge B of length one conditioned
to have total local time α at level 0 (see [27]),

Xα,v
d
= (`v(B)|`0(B) = α), (1.3)

which coincides with a Brownian excursion local time if α = 0 (cf. the analogous results for
random trees, see [6] for the combinatorial setting and [27] for the stochastic calculus setting).

In this paper we are interested in the behavior of Ln,N (k) in low strata of random forests.
Starting point is the following central limit theorem (see [22, 10, 4]):

Theorem 1.1. Let n → ∞, N = O (
√

n), and k = o(N). Then

P

{

Ln,N (k) − N

σ
√

Nk
≤ x

}

→ 1

2π

∫ x

−∞
e−u2/2 du

for any fixed x.

In order to simplify the proofs in the following, let us define Ln,N (t) also for noninteger t by
linear interpolation:

Ln(t) = (btc + 1 − t)Ln(btc) + (t − btc)Ln(btc + 1), t ≥ 0.

This does not change the limit of the finite-dimensional distributions and simplifies the proof of
tightness significantly, since we are dealing with continuous functions.

Theorem 1.1 suggests the convergence to a Gaussian limiting process. In fact we will show the
following theorem.

Theorem 1.2. Let ϕ(t) be a generating function associated to a family of simply generated trees.
Assume that ϕ(t) has a positive or infinite radius of convergence R and ζ = gcd{i|ϕi > 0} = 1.
Suppose that the equation tϕ′(t) = ϕ(t) has a minimal positive solution τ < R and that σ2 defined
by (1.1) is finite. Furthermore, let (cn) be an arbitrary sequence satisfying cn → ∞ and cn = o(N).
Moreover, assume N = O (

√
n). Then
(

1

σ
√

Ncn

(Ln,N (tcn) − N) , t ≥ 0

)

d−→ Wt

where Wt is a standard Brownian motion.

The proof of this theorem is done by first deriving a limit theorem for the finite-dimensional
distributions which is done in the next section. This will be established by describing the joint
distribution by means of a suitable generating function (see [9] or [14] for a general background)
and then determining an asymptotic formula (and thus the limiting distribution) by complex
contour integration. Afterwards we have to prove tightness which is done in Section 3. Section 4
is devoted to higher strata of random forests, i.e., the case cn/

√
n → η > 0. The limiting process

for this case has been completely characterized by Pitman [27] (see (1.3)), however, using the
combinatorial scheme of Section 2 we can give more explicit expressions for the finite-dimensional
distributions in terms of integral transforms for the characteristic functions. Moreover, due to a
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tight bound derived in Section 3, it is also possible to derive a moment convergence theorem for
the node numbers at this range as well as for the width of random forests, which complements the
weak limit theorem of Pitman [27] (cf. also [3] and [7] for the corresponding results for trees). In
fact, we will show

Theorem 1.3. Set Mα := supv≥0 Xα,v and wn,N := supk 2Ln,N (k)/σ
√

n. If n,N → ∞ such that

2N/σ
√

n → α > 0, then we have for every d > 0

Ewd
n,N → EMd

α and E

(

2

σ
√

n
Ln,N

(

2κ
√

n

σ

))d

→ EXd
α,κ

2. The finite-dimensional distributions

We have to compute the joint distribution of Ln,N (k1), . . . , Ln,N (kd). This can be done by
determining the quotient

P {Ln(k1) = m1, . . . , Ln(kd) = md} =
bk1,m1,k2,m2,...,kd,md,n,N

bn,N
,

where bk1,m1,k2,m2,...,kd,md,n,N is the (weighted) number of forests in F (n,N) with mi nodes in
stratum ki for i = 1, . . . , d. Therefore define first the generating function (see [6] for a more
detailed description)

∑

m1,...,md,n≥0

ak1m1k2m2···kdmdnum1

1 · · ·umd

d zn = yk1

(

z, u1yk2−k1

(

z, . . . ykd−kd−1
(z, uda(z)) . . .

)

,

where ak1m1k2m2···kdmdn is the number of single trees with the above property and

y0(z, u) = u, yi+1(z, u) = zϕ(yi(z, u)), i ≥ 0.

Forests consisting of N trees can now be described by the Nth power of this function and thus the
characteristic function of the joint distribution of 1

σ
√

Ncn
Ln,N (k1), . . . ,

1
σ
√

Ncn
Ln,N (kd) is given by

the coefficient

φk1,··· ,kd,n,N (t1, . . . , td)

=
1

bn,N
[zn]yk1

(

z, eit1/σ
√

Ncnyk2−k1

(

z, . . . ykd−kd−1

(

z, eitd/σ
√

Ncna(z)
)

. . .
)N

(2.1)

where [zn]f(z) denotes the coefficient of zn in the power series of f(z).
In order to extract the desired coefficient we will need some lemmas. First we need the tree

function and related functions (see [20] or [11]).

Lemma 2.1. Let z0 = 1/ϕ′(τ) be the point on the circle of convergence of a(z) which lies on the
positive real axis. Set α(z) = zϕ′(a(z)) and β(z) = zϕ′′(a(z)) and assume arg(z − z0) 6= 0. Then
the following local expansions hold:

a(z) = τ − τ
√

2

σ

√

1 − z

z0
+ O

(∣

∣

∣

∣

1 − z

z0

∣

∣

∣

∣

)

as z → z0

α(z) = 1 − σ
√

2

√

1 − z

z0
+ O

(∣

∣

∣

∣

1 − z

z0

∣

∣

∣

∣

)

as z → z0

β(z) =
σ2

τ
+ O

(√

1 − z

z0

)

as z → z0.

The previous two lemmas immediately imply

bn,N =
NτN

σzn
0

√
2πn3

(

exp

(

− N2

2nσ2

)

+ O

(

1√
n

))

(2.2)

We will need an expansion of the bivariate generating function yk(z, u) as well (see [15], cf. also
[6, Lemmas 2.1 and 3.1]).
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Lemma 2.2. Set w = u− a(z), If w → 0 and z − z0 → 0 in such a way that arg(z − z0) 6= 0 and
|1 −√

z − z0| ≤ 1 + O
(

n−1/2
)

, then yk(z, u) admits the local representation

yk(z, u) = a(z) +
αk(z)w

1 − β(z)
2α(z)

1−αk(z)
1−α(z) w + O

(∣

∣

∣

1−α2k(z)
1−α2(z)

∣

∣

∣ |w|2
) (2.3)

uniformly for k = O (1/|w|).
With the help of these asymptotic expansions we can prove the convergence of the finite-

dimensional distributions to a Gaussian limiting distribution now.

Theorem 2.1. Let n → ∞, N = O (
√

n) and cn → ∞ such that cn = o(N). Moreover, set

Xκ :=
Ln,N (κcn) − N

σ
√

Ncn

.

Then the joint distribution of Xκ1
, . . . , Xκd

converges to a centered Gaussian distribution with
covariance Cov(Xs, Xt) = min(s, t).

Proof. We have to show that the characteristic function of the centered joint distribution of
1

σ
√

Ncn
Ln(k1), . . . ,

1
σ
√

Ncn
Ln(kd) for kj = bκjcnc, j = 1, . . . , d satisfies

lim
n→∞

exp



−i

√
N

σ
√

cn

d
∑

j=1

tj



φk1,··· ,kd,n,N (t1, . . . , td) = exp



−
d
∑

j=1

κjt
2
j

2
−

d
∑

j,`=1;j<`

κjtjt`



 (2.4)

Therefore we apply Cauchy’s integral formula on (2.1) with the integration contour Γ = Γ1 ∪Γ2 ∪
Γ3 ∪ Γ4 where

Γ1 =
{

z = z0

(

1 +
x

n

)∣

∣

∣<x ≤ 0 and |x| = 1
}

Γ2 =
{

z = z0

(

1 +
x

n

)∣

∣

∣
=x = 1 and 0 ≤ <x ≤ n1/3

}

, Γ3 = Γ2

Γ4 =

{

z : |z| = z0

∣

∣

∣

∣

1 +
log2 n + i

n

∣

∣

∣

∣

and arg

(

1 +
log2 n + i

n

)

≤ | arg(z)| ≤ π

}

.

(2.5)

Let us first study the contribution of γ = Γ1 ∪Γ2 ∪Γ3 which will turn out to be the main term.
For notational convenience, let us abbreviate the second term in (2.3) by

Rk := Rk(z, u) =
αkw

1 − β
α

1−αk

1−α w + O
(∣

∣

∣

1−α2k

1−α2

∣

∣

∣
|w|2

) (2.6)

and let us omit the function arguments z, u and so forth whenever there is no ambiguity. Further-

more, set uj = eitj/σ
√

Ncn and wj = (uj−1)a. Since on γ the equation |1−
√

−x/n| = 1+O
(

n−2/3
)

is valid, the assumptions of Lemma 2.2 are fulfilled. Thus we have on γ

yN
k1

= yk1

(

z, u1yk2−k1

(

z, . . . ykd−kd−1
(z, uda(z)) . . .

)N

= aN

(

1 +
αk1(w1 + u1Rk2−k1

)/a

1 − β
α

1−αk1

1−α (w1 + u1Rk2−k1
) + O

(

1
N

)

)N

(2.7)

Here Rk2−k1
= Rk2−k1

(

z, u2yk2−k1

(

z, u3yk3−k2
(z, . . . ykd−kd−1

(z, uda(z)) . . .
)

. Expanding the
second factor and using the asymptotic relations

uj = 1 +
itj

σ
√

Ncn

+ O

(

1

Ncn

)

(2.8)

wj = τ

(

itj

σ
√

Ncn

−
t2j

2Ncnσ2

)

+ O

(

1

N3/2c
3/2
n

)

(2.9)

αk = 1 + O

(

k
√

|x|√
n

)

= 1 + O

(

cn

√

|x|√
n

)

for k = O (cn) (2.10)
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as well as those in Lemma 2.1 yield

yN
k1

= aN exp

(

Nαk1
w1

a
+ N

αk1u1Rk2−k1

a

+N

(

αk1−1β
1 − αk1

1 − α
− α2k1

2a2

)

(

w2
1 + 2u1w1Rk2−k1

+ u2
1R

2
k2−k1

)

+ O
(

k1Nw3
1

)

)

= aN exp

(

it1

√

N

cnσ2
− t21

2cnσ2
+ N

(

1 +
it1

σ
√

Ncn

)

Rk2−k1

τ

+

(

k1σ
2

2
− 1

2

)

(

− t21
cnσ2

+ 2it1

√

N

cnσ2

Rk2−k1

τ
+ N

(

1 +
it1

σ
√

Ncn

)

R2
k2−k1

τ2

)

+O

(

k1
√

Nc3
n

)

+ O

(

k1

√
N√

ncn

√

|x|
))

(2.11)

Now observe that for ` ≤ d we have by (2.6) and (2.7) as well as the asymptotic expansions
(2.8)–(2.10)

Rk`−k`−1

τ
=

αk`−k`−1(w` + u`+1Rk`+1−k`
)/τ

1 − β
α

1−αk`−k`−1

1−α

(

w` + u`Rk`+1−k`

)

+ O
(

k
Ncn

)

=

(

it`

σ
√

Ncn

− t2`
2Ncnσ2

+

(

1 +
it`

σ
√

Ncn

)

Rk`+1−k`

τ
+ O

(

1
√

N3c3
n

)

+ O

(
√

|x|
n

))

×
(

1 +
(k` − k`−1)σ

2

2

(

it2

σ
√

Ncn

+
Rk`+1−k`

τ

)

+ O

(

1

N

))

and Rk`−k`−1
≡ 0 for ` > d. Thus Rk`−k`−1

= O
(

1/
√

Ncn

)

and in particular

Rkd−kd−1
=

(

itdτ

σ
√

Ncn

− t2dτ

2Ncnσ2

)(

1 +
itd(kd − kd−1)σ

2

2σ
√

Ncn

)

+ O

(

1√
N3cn

)

+ O

(
√

|x|
n

)

.

Plugging the expressions for Rk2−k1
into (2.11) yields

yN
k1

= aN exp

(

it1

√

N

cnσ2
− t21

2cnσ2
+ it2

√

N

cnσ2
− t22

2cnσ2
− t1t2

σ2cn

+ N

(

1 +
it1

σ
√

Ncn

+
it2

σ
√

Ncn

)

Rk3−k2

τ
+ N

(k2 − k1)σ
2

2

(

it2

σ
√

Ncn

+
Rk3−k2

τ

)2

+

(

k1σ
2

2
− 1

2

)

(

− t21
cnσ2

− 2t1t2
cnσ2

+ 2it1

√

N

cnσ2

Rk3−k2

τ
+ N

(

it2

σ
√

Ncn

+
Rk3−k2

τ

)2
)

+O

(

1√
Ncn

))

+ O

(
√

Ncn

n

√

|x|
)

and then by substituting Rk3−k2
, Rk4−k3

, . . . , step by step we arrive at

yN
k1

= aN exp



i(t1 + · · · + td)

√

N

cnσ2
− k1t

2
1 + · · · + kdt

2
d

2cn
−

d−1
∑

j1=1

d
∑

j2=j1+1

kj1tj1tj2
cn

+O

(

1√
Ncn

)

+ O

(
√

Ncn

n

√

|x|
))

(2.12)

If we substitute z = z0(1 + x/n) on γ, we get

1

bn,N
[zn]yN

k1
=

1

2πibn,Nzn
0 n

(∫

γ

yN
k1

e−x dx

(

1 + O

(

1

n1/3

)))

+ O

(

1

bn,N

∫

Γ4

yN
k1

dz

zn+1

)

. (2.13)
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Moreover, observe that for any M > 0 we have

1

2πi

∫

γ′

e−λ
√
−x−x dx =

λ

2
√

π
e−λ2/4 + O

(

e−M
)

for γ′ = {x : |x| = 1,<x ≤ 0}∪{x : 0 ≤ <x ≤ M,=x = ±1}, as can be easily seen by substituting

u2 = x. Thus, since
√

Ncn/n = o(1), the error terms in (2.12) are negligibly small, and hence the
first term in (2.13) in conjunction with (2.12) yields (2.4).

So let us estimate the second term in (2.13). By Taylor’s theorem we have

ykd−kd−1
(z, ua(z))N = aN

(

1 + α(z)kd−kd−1(ud − 1)a(z) + O
(

(ud − 1)2
))N

.

Since we required ζ = 1 (see Theorem 1.2), we get

max
z∈Γ4

|α(z)| = |α(z̃)| and max
z∈Γ4

|a(z)| = |a(z̃)|,

where z̃ ∈ γ ∩ Γ4. There the local expansions of Lemma 2.1 are still valid and hence |α| < 1 and

|a| < τ . Consequently, with u = eitd/σ
√

Ncn we get

∣

∣ykd−kd−1
(z, ua(z))N

∣

∣ = τN exp

(

√

N

cn
+ O

(

1

c2
n

)

)

.

Inserting this into yk`−k`−1
, ` = 2, . . . , d − 1, and yk1

and arguing as above, we get the same

estimate for yN
k1

. Finally, using |z|−n ∼ z−n
0 exp

(

−n1/3
)

implies the existence of some positive
constant C such that

∫

Γ4

∣

∣yN
k1

∣

∣

|dz|
|zn+1| = O

(

exp
(

−n1/3 + Cn1/4
))

which is exponentielly small compared to the integral over γ and the proof is complete. �

3. Tightness

In order to complete the proof of Theorem 1.2 we have to show that the sequence of random
variables Ln,N (cnt)/σ

√
Ncn, t ≥ 0, is tight in C[0,∞). By [18, Theorem 4.10] it suffices to

establish tightness in C[0, T ]. Thus by [1, Theorem 12.3] we only have to show that Ln,N (0) is
tight, which is obviously true, and that there exist constants α > 1, β ≥ 0, and C > 0 such that

P

{

|Ln,N (ρcn) − Ln,N ((ρ + θ)cn)| ≥ εσ
√

Ncn

}

≤ C
θα

εβ
(3.1)

This inequality follows from the following theorem.

Theorem 3.1. There exists a constant C > 0 such that for all r, h ≥ 0 and for N = O (
√

n) the
following inequality holds:

E |Ln,N (r + h) − Ln,N (r)|4 ≤ CN2h2 (3.2)

In order to show this inequality we will investigate a more general situation. First, observe that
the left-hand side can be represented by the coefficient of a proper generating function. In fact we
have

E (Ln,N (r) − Ln,N (r + h))
4

=
1

bn,N
[zn]H

(4)
rh (z),

where

H
(4)
rh (z) =

(

u
∂

∂u

)4

yr(z, uyh(z, u−1a(z)))N

∣

∣

∣

∣

∣

u=1

=

[(

∂

∂u
+ 7

∂2

∂u2
+ 6

∂3

∂u3
+

∂4

∂u4

)

yr(z, uyh(z, u−1a(z)))N

]

u=1

. (3.3)

Since bn,N ∼ (NτN/
√

2πσ2)z−n
0 n−3/2 exp(−N2/2nσ2) (see (2.2)), (3.2) is valid if

[zn]H
(4)
rh (z) = O

(

N3τNh2

zn
0 n3/2

)

(3.4)
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holds uniformly for r, h ≥ 0. We will estimate this coefficient by analyzing the function Hrh(z)
and using Flajolet and Odlyzko’s [13] transfer lemma:

Lemma 3.1. Let F (z) be analytic in ∆ defined by

∆ = {z : |z| < z0 + η, | arg(z − z0)| > ϑ},
where z0 and η are positive real numbers and 0 < ϑ < π/2. Furthermore suppose that there exists
a real number β such that

F (z) = O
(

(1 − z/z0)
−β
)

(z ∈ ∆).

Then

[zn]F (z) = O
(

z−n
0 nβ−1

)

.

Set Yrh(z, u) = yr(z, uyh(z, u−1a(z))). We analyze the derivatives of Yrh(z, u) with respect to
u in the next lemma.

Lemma 3.2. Let ∆ be the domain defined in Lemma 3.1. Then there exists a finite index set I
and functions αi`rh(z) such that for all ` > 0

∂`

∂u`
Yrh(z, 1) =

∑

i∈I

αi`rh(z), (3.5)

where the functions αilrh(z) satisfy for z ∈ ∆

αi`rh(z) = O

(

|αr|
∣

∣

∣

∣

1 − αr

1 − α

∣

∣

∣

∣

µ1
∣

∣

∣

∣

1 − αh

1 − α

∣

∣

∣

∣

µ2

|1 − α|µ3

)

for some nonnegative integers µ1, µ2, µ3 with µ1 + µ2 − µ3 ≤ ` − 1.

Proof. First compute the first few derivatives of ∂`

∂u` yr(z, a(z)),

∂yr

∂u
(z, a(z)) = αr,

∂2yr

∂u2
(z, a(z)) =

β

α
αr 1 − αr

1 − α
,

∂3yr

∂u3
(z, a(z)) =

β̃

α
αr 1 − α2r

1 − α2
+ 3

β2

α
αr (1 − αr)(1 − αr−1)

(1 − α)(1 − α2)
,

where β = zϕ′′(a(z)) and β̃ = zϕ′′′(a(z)). Noticing that Faà di Bruno’s formula (see e.g. [5]) gives

∂`yr

∂u`
(z, 1) =

∑

P`−1

i=1
iki=`

`!

k1! · · · k`−1!
zϕ(k1+···+k`−1)(a(z))

`−1
∏

j=1

(

1

j!

∂jyr−1

∂uj

)kj

+ α(z)
∂`yr−1

∂u`
(z, 1).

and that hence ∂`

∂u` yr(z, 1) is the solution of an inhomogeneous first order linear recurrence, the
estimate

∂`

∂u`
yr(z, 1) = O

(

|αr|
∣

∣

∣

∣

1 − αr

1 − α

∣

∣

∣

∣

l−1
)

(3.6)

is now easily proved by induction.
Now, employing again Faà di Bruno’s formula, this time to Yrh, yields

∂`Yrh

∂u`
(z, 1) =

∑

P

iki=`

`!

k1! · · · k`!

(

∂

∂u

)k1+···+k`

yr(z, a(z))
∏̀

j=1

(

1

j!

(

∂

∂u

)j (

uyh

(

z,
a(z)

u

))

)kj

=
∑

P

iki=`

`!

k1! · · · k`!

(

∂

∂u

)k1+···+k`

yr(z, a(z))
∏̀

i=1

(Ai − Ai−1)
ki

where

Ai = (−1)i
∑

P

jmj=i

i!

m1! · · ·mi!

(

∂

∂u

)m1+···+mi

yh(z, 1).
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Since
∂

∂u
uyh(z, a(z)/u)

∣

∣

∣

∣

u=1

= 1 − αh

we get by (3.6)

(

∂

∂u

)k1+···+k`

yr(z, 1)

(

∂

∂u
uyh(z, a(z)/u)

∣

∣

∣

∣

u=1

)k1
∏̀

j=2

(

1

j!

(

∂

∂u

)j

uyh(z, a(z)/u)

∣

∣

∣

∣

∣

u=1

)kj

= O

(

|αr|
∣

∣

∣

∣

1 − αr

1 − α

∣

∣

∣

∣

k1+···+k`−1

|1 − α|k1

∣

∣

∣

∣

1 − αh

1 − α

∣

∣

∣

∣

k1+
P

(i−1)ki
)

.

Note that we omitted a factor αh coming from yh. This is justified since |α| < 1 in ∆. So we
could also neglect the factor αr but this one is needed in the sequel.

If we set µ1 =
∑

i ki−1, µ2 = k1 +
∑

i(i−1)ki, and µ3 = k1, then obviously µ1 +µ2−µ3 = `−1
which yields (3.5) and completes the proof. �

For the tightness inequality (3.2) we need the derivatives of Y N
rh . These are investigated in the

next lemma.

Lemma 3.3. There exist bounded functions β`,M on ∆ such that

(

∂

∂u

)M

Y N
rh =

M
∑

`=1

β`,M (z)N `a(z)n−`
∏

i

(

∂iYrh

∂ui

)ci

where the ci satisfy
∑

i(i − 1)ci ≤ M − `.

Proof. Faà di Bruno’s formula yields

(

∂

∂u

)M

Y N
rh =

∑

P

iki=M

M !

k1! · · · kM !
N(N − 1) · · ·

(

N −
∑

i

ki + 1

)

Y
N−

P

i ki

rh

M
∏

j=1

(

1

j!

∂jYrh

∂uj

)kj

and because of Yrh(z, 1) = a(z) and
∑

i (i − 1)ki = M − ` we are done. �

Now we are able to prove Theorem 3.1:

Proof of Theorem 3.1. By Lemmas 3.2 and 3.3, all terms of H
(4)
rh(z) are bounded by functions of

the form

N `|αr||a|N
∣

∣

∣

∣

1 − αr

1 − α

∣

∣

∣

∣

µ1
∣

∣

∣

∣

1 − αh

1 − α

∣

∣

∣

∣

µ2

|1 − α|µ3

= O
(

N `τN |αr||1 − αr|µ1 |1 − αh|µ2−dhd|1 − α|µ3−µ1−µ2+d
)

, (3.7)

where µ3 −µ1 −µ2 ≥ 2d− ` and d = 2. Thus by Lemma 3.1 and the fact that N = O (
√

n) we get

[zn]Hrh(z) = O

(

τNN `h2

zn
0 n1+(`−2)/2

)

= O

(

τNN3h2

zn
0 n3/2

)

as desired. �

4. The profile in the range cn/
√

n → η > 0 and the width of random forests

Equations (1.2) and (1.3) characterize the distributions of Ln,N (k) in the range k ≈ √
n by a

limiting process given implicitly by a stochastic differential equation and by conditioning a well
known process. The same ideas as in Section 2 allow us to make the distributions more explicit,
leading to a representation in terms of an integral transform for the characteristic functions of the
finite-dimensional distributions. Starting again with (2.3) we get as above

yN
k1

= aN

(

1 +
αk1(w1 + u1Rk2−k1

)/a

1 − β
α

1−αk1

1−α (w1 + u1Rk2−k1
) + O

(

1
N

)

)N

.
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Insert the asymptotic approximations for uj = e2itj/σ
√

n, wj , β,

aN = τN exp

(

−N
√
−2x

σ
√

n
+ O

(

N

n

))

,

αk = exp

(

−2κ
√
−2x + O

( |x|√
n

))

,

for k = 2κ
√

n /σ we finally arrive at

yN
k1

= τN exp

(

−N
√
−2x

σ
√

n

+
N
√
−x exp

(

−κ1

√
−2x

)

(2it1/σ
√

n + Rk2−k1
/τ)

√
−x exp

(

κ1

√
−2x

)

− (it1
√

2 + (σ
√

n/τ
√

2)Rk2−k1
sinh

(

κ1

√
−2x

) + O

(

N

n

)

)

Error estimation for Γ4 works similar as in Section 2 and therefore we get the following theorem.

Theorem 4.1. Assume 2N/σ
√

n → α > 0. Furthermore, let kj = 2κj
√

n /σ. Then the charac-
teristic function of the joint distribution of 2

σ
√

n
Ln,N (k1), . . . ,

2
σ
√

n
Ln,N (kd), satisfies

φ̃k1,··· ,kd,n,N (t1, . . . , td) =

√
2

iα
√

π

∫

γ′

exp
(

−x − α
√

−x/2

+ Ψκ1
(x, it1 + Ψκ2−κ1,(. . . Ψκp−1−κp−2

(x, itp−1 + Ψκd−κd−1
(x, itd)) · · · )

)

dx

with

Ψκ(x, t) =
αt

√
−xe−κ

√
−2x

√
−xeκ

√
−2x − t

√
2 sinh

(

κ
√
−2x

) .

Now we turn to the width: The structure of the functions in the previous section allows us
to prove an even tighter bound for the moments of Ln,N (r + h) − Ln,N (r) with the help of the
following lemma (cf. [7] and [16, Lemma 3.5]).

Lemma 4.1. Let f(z) and g(z) be analytic functions in ∆ which satisfy

|f(z)| ≤ exp

(

−C

√

∣

∣

∣

∣

1 − z

z0

∣

∣

∣

∣

)

, z ∈ ∆,

g(z) =1 − D

√

1 − z

z0
+ O

(

1 − z

z0

)

, z ∈ ∆,

for some positive constants C,D. Then for any fixed ` there exists a constant C ′ > 0 such that

[zn]
f(z)r

(1 − g(z))`
= O

(

e−C′r/
√

nn(`−2)/2
)

uniformly for all r, n ≥ 0.

Theorem 4.2. For every fixed positive integer d there exist constants c1, c2 such that for every
r, h > 0

E |Ln,N (r) − Ln,N (r + h)|2d ≤ c1e
−c2r/

√
nhdnd/2. (4.1)

The constants c1 and c2 are independent of n and N , provided that N = O (
√

n)

Proof. Since
(

u
∂

∂u

)2d

=

2d
∑

k=1

s2d,kuk

(

∂

∂u

)k

,

where sn,k are the Stirling numbers of the second kind, we can apply Lemmas 3.2 and 3.3 directly

to H
(2d)
rh and get (3.7). Keep in mind that α(z) admits a representation like g(z) in Lemma 4.1
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due to Lemma 2.1 and thus there exists a constant C > 0 such that in ∆ the inequality |α(z)| ≤
exp

(

−C
√

|1 − z/z0|
)

holds. Hence we obtain

E |Ln,N (r) − Ln,N (r + h)|2d
=

1

bn,N
[zn]

(

u
∂

∂u

)2d

Yrh(z, 1) = O

(

1

bn,N
e−c2r/

√
n NτNhdn(d−3)/2

zn
0

)

and this immediately implies (4.1). �

By [8, Theorem 1], this property in conjunction with the fact that there exists a t ≥ 0 (in fact
we can choose t = 0) such that | supn E(Ln,N (t)/

√
n)k| < ∞ for all k ≥ 0 and for 2N/σ

√
n ∈

[α − fn, α + fn] with α > 0, fn → 0 implies that the sequence (Ln,N (·)/√n)n>0 is polynomially
convergent in the sense of Drmota and Marckert [8], i.e.,

EF

((

2

σ
√

n
Ln,N

(

2
√

nκ

σ

)

κ≥0

))

→ EF ((Xα,κ)κ≥0) n → ∞

for every functional F satisfying |F (f)| ≤ C(1+‖f‖∞)k for some constants C, k > 0. If we choose,
in particular, F (f) = ‖f‖d

∞ and F (f) = f , respectively, then Theorem 1.3 is proved.

Remark 1. Note that Drmota and Marckert [8] studied the concept of polynomial convergence
only for processes with compact support. But since the height of random forests is asymptotically
a.s. bounded by c

√
n, it suffices to study truncated processes with arbitrarily large but compact

support and then argue in the same way as in [7, Lemma 5]. Thus [8, Theorem 1] is applicable in
this case as well.

Remark 2. Note that the connection between random forests and conditioned Brownian bridge can
be used to compute functionals of the latter one. Recently, this has been done for the conditioned
Brownian bridge area, see [12, 17, 2]. Thus this approach can help us to derive expressions for the
moments of Xα,v. This will be done in a forthcoming paper with G. Louchard.
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