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Abstract

Given an m-dimensional surface ® in R", we characterize paramet-
ric curves in ®, which interpolate or approximate a sequence of given
points p; € ® and minimize a given energy functional. As energy func-
tionals we study familiar functionals from spline theory, which are linear
combinations of L% norms of certain derivatives. The characterization of
the solution curves is similar to the well-known unrestricted case. The
counterparts to cubic splines on a given surface, defined as interpolating
curves minimizing the L? norm of the second derivative, are C2; their
segments possess fourth derivative vectors, which are orthogonal to ®;
at an end point, the second derivative is orthogonal to ®. Analogously,
we characterize counterparts to splines in tension, quintic C* splines and
smoothing splines. On very special surfaces, some spline segments can
be determined explicitly. In general, the computation has to be based on
numerical optimization.

1 Introduction

Curve design using splines is one of the most fundamental topics in CAGD.
B-spline curves possess a beautiful shape preserving connection to their control
polygon. They allow us the formulation of efficient algorithms for processing,
especially subdivision algorithms. Moreover, at least the curves of odd degree
and maximal smoothness also arise as solutions of variational problems. There
is a huge body of literature on these curves, and they received many generaliza-
tions [9]. In extension of the standard spline methods, variational curve design
has been investigated in a large number of contributions (see [5, 13] and the
references therein).

It is quite surprising that there seem to be relatively few contributions on the
design of spline curves which are restricted to surfaces or more general surfaces
(manifolds) in arbitrary dimensions. Of course, these curves can no longer be
expressed as linear combinations of control points with suitable basis functions.
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Moreover, shape preserving schemes on manifolds, e.g. based on subdivision,
are different from the solutions of variational problems. In the present paper,
we will investigate the latter topic. We will study the functionals which are
minimized by splines in affine spaces, but restrict the candidate curves to a
given surface. The solution is not as simple and explicit as in the unrestricted
case. However, we will find remarkable counterparts to known results.

Previous work

Let us briefly sketch the literature dealing with splines on surfaces. We are
focussing here only on curves which have some shape design handles or are
generated as solutions of variational problems.

In 1985, Shoemake [28] introduced spherical counterparts of Bézier curves.
He extended de Casteljau’s algorithm to the sphere, replacing straight line seg-
ments by geodesic arcs and replacing ratios of Euclidean distances by ratios of
geodesic distances. Using this on the 3-sphere in R*, he generated the spherical
component of rigid body motions and applied it to Computer Animation. Soon,
it became apparent that the transition to the sphere has the following problem:
One can use the spherical de Casteljau algorithm for evaluation of the curve, but
one looses the powerful and important subdivision property. Thus, alternative
constructions on the sphere have been proposed (see e.g. [11, 10, 21]. Again
motivated by the application of motion design, Park and Ravani defined Bézier
curves on Riemannian manifolds. Moreover, Sprott and Ravani [29] extended
B-spline algorithms to Lie groups and applied them to motion design. However,
smoothness properties have not been proved.

An algebraic approach to NURBS curves on quadrics, which is also rooted in
line geometry and kinematics, has been proposed by Dietz, Hoschek and Jiittler
[7]. Tt has been shown that this method delivers a useful control structure and
is suitable for interactive design [20]. The algebraic approach is extendable to
low degree algebraic surfaces. In particular, it can be used for motion design
(see e.g. [10, 24]), but it is not suitable for curve design on general surfaces and
manifolds.

There is only very little work dealing with subdivision schemes on mani-
folds. Until very recently, the most general analysis of a nonlinear subdivision
scheme has been the analysis of the counterpart to the Lane-Riesenfeld algo-
rithm for cubic B-spline curves on Riemannian manifolds by L. Noakes [15].
Noakes proved that the limit curve is differentiable and its derivative Lipschitz.
In ongoing research, Wallner and Dyn found a technique to analyze nonlinear
schemes based on certain ‘proximity’ conditions to known linear schemes [34].
We will not pursue subdivision in this paper, but concentrate on variational
design. The ‘intersecting topic’, variational subdivision curves on surfaces, has
been addressed, but not fully analyzed in [8].

A number of papers dealing with variational design on surfaces is considering
the sphere [3, 4], partially in view of the application to motion design [19, 21].

An early contribution to variational curve design on more general surfaces
is due to Noakes et al. [14]. The authors characterize the minimizers of an



intrinsic geometric counterpart to the L? norm of the second derivative. This is
the integral of the squared covariant derivative of the first derivative with respect
to arc length. We will not pursue this intrinsic formulation in the present paper.

The most closely related to our work is the PhD thesis of H. Bohl [2]. It deals
with the usual energy functional used in CAGD, but restricts the curves to a
given surface in R3. Bohl proves the existence of a solution and gives computed
examples based on a quasi Newton optimization algorithm. A large part of his
work deals with patch boundaries.

If we consider on a surface the minimizers of the curve length, we obtain
the well-studied geodesics. Their geometric properties have been investigated in
classical differential geometry. Geodesics in a scaled arc length parameteriza-
tions also arise as minimizers of the L? norm of the first derivative. A variety of
applications of geodesics has been described within Computer Vision and Image
Processing (see e.g. [17, 26]).

The present work has also been inspired by research on active contours [1],
especially by work on active curves and geometric flows of curves on surfaces
(see, e.g. [6, 12, 17]).

Contributions and outline of the present paper

We will study the minimizers of standard energy functionals of spline theory,
which interpolate or approximate given data points, and are restricted on a
given m-dimensional surface ® C R™. The restriction to ® is the new aspect,
and it is also the source of arising complications. However, we will find nice
characterizations of the minimizers.

In Section 2, we characterize the counterparts on surfaces to C'? cubic splines,
to splines in tension and to C* quintic splines. It will turn out that differen-
tiability at the interpolation points is the familiar one, but the characterization
of spline segments is slightly different. We give an example. Whereas the mini-
mizers of the L? norm of the second derivative have cubic segments (vanishing
fourth derivative) in the unrestricted case, the corresponding splines on surfaces
have segments with vanishing tangential component of the fourth derivative; we
call such segments ‘tangentially cubic’. Hence, the differential equation ¢(® =0
changes to tprc® = 0, with tpr denoting the tangential projection (orthogonal
projection into the corresponding tangent space of ®). Analogous changes are
found in the characterizing differential equations for the other spline schemes.
Section 3 is devoted to approximating curves, in particular to the counterparts
of smoothing splines. In view of the importance of tangentially cubic curves,
we give in Section 4 some explicit representations of such curves on special sur-
faces, namely certain cylinder surfaces. In particular, we address special tan-
gentially cubic parametrizations of a curve; these are parametrizations whose
fourth derivative is orthogonal to the curve.



2 Interpolating spline curves on surfaces

In view of the applications we have in mind, it is necessary to work on surfaces
of arbitrary dimension and codimension. Thus, we consider an m-dimensional
surface ® in Euclidean R™, m < n. Moreover, a sequence of points p, € ®, i =
1,...,N and real numbers u; < --- < uy shall be given. We are seeking
interpolating splines on the surface ®. Sometimes we will also call ® a manifold;
if not stated otherwise, we work with a manifold without boundary. Thus, we
have closed or unbounded surfaces.

2.1 The counterparts to cubic splines

Let us recall the situation, where we are not confined to a manifold: Among
all curves x(u) C R™, whose first and second derivative satisfy x € AC(I),x €
L?(I) on I = [uy,un], and which interpolate the given data, x(u;) = p;, the
unique minimizer of
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is the interpolating C? cubic spline c(u).

In the following we would like to extend this well-known result to the case
where the admissible curves x(u) are restricted to the given manifold ®. We
are not changing the functional Fs, whose interpretation requires an embedding
space. We are considering the restriction to the manifold as a constraint, rather
than formulating the problem in terms of the intrinsic geometry of the manifold.
As we will see later, this is a suitable formulation for the problems we would
like to solve.

Theorem 1 Consider real numbers uy < ... < uy and points py,..., Py 0N an
m-dimensional C* surface ® in Buclidean R™. We let I = [u1,uy]. Then among
all Ct curves x : I — ® C R"™, which interpolate the given data, i.e. x(u;) = p;,
i=1,...,N—1, and whose restrictions to the intervals [u;, ui+1],7=1,...,N—1
are C*, a curve ¢ which minimizes the functional Ey of Equ. (1) is C* and
possesses segments c|[u;, u;+1], whose fourth derivative vectors are orthogonal
to ®. Moreover, at the end points p; = c(u1) and py = c(un) of the solution
curve, the second derivative vector is orthogonal to .

Proof. If a solution curve c exists, the first variation of the energy functional
must vanish there. To express this condition, we consider neighboring curves
x(u) C @, written as

x(u,€) = c(u) + h(u,€). (2)
For any fixed @ € I, the curve h(a,e¢) is a curve in ® with h(a,0) = 0. Its

Taylor expansion at € = 0 reads

2

h(ii, €) = eh.(@,0) + %h“(a,o) T



where the subscripts indicate differentiation. Note that h(@,0) =: t(a) is a tan-
gent vector of ® at c(@). The displacement curves h to the given interpolation
points vanish, h(u;, €) = 0, for all e. In particular, we have h.(u;,0) = t(u;) = 0.
For the following, it is important to see that the mixed partial derivative vec-
tor he,(ui,0) = t,(u;) is a tangent vector of ® at c(u;) = p;. Geometrically,
this follows from the fact that the curve c(u) + t(u) is a curve on the ruled
surface r(u,v) = c(u) + vt(u), which touches ® along c. This curve passes
through each interpolation point p;, = c(u;) + t(u;), and thus its derivative
vector ¢, (u;) + ty,(u;) is a tangent vector of ®. Together with the tangency of
¢, (u;) this implies tangency of t,,(u;).

Figure 1:  (a) Neighboring curves x(u,€) C ® to the solution curve c(u). (b)
The orthogonal projection tprv of a vector v at a point p € ® onto the tangent
space T of ® at p.

Whatever field of displacement curves h(u,e) we have chosen, the energy
functional must assume a stationary value at € = 0,

d

EEg(x(u,e))k:O =0. (3)

In view of

Es(x(u,¢€)) = /I[c(u) + hyy (u, €))%du = /I[c + ety + (- - ) du,

this is equivalent to
/é-tuu du = 0. (4)
I
Integration by parts on each segment yields
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We first note that the middle term vanishes, since t(u;) = 0. Summing up over
all intervals and denoting left and right derivatives at the knots u; by a subscript
— and +, respectively, the condition for a solution c reads,

N-1
0= —&y() - tulur) + DI () — €4 (u0) - bu(u)]
+ c_(upn) - ty(un) + / c® .t du. (5)
I

Since t(u) is an arbitrary tangent vector field along c, and t,,(u;) are arbitrary
tangent vectors at the given interpolation points, a solution curve c(u) must
satisfy the following orthogonality conditions to the manifold ®. To formulate
them, we denote by tpr the orthogonal projection of a vector at a point p € ®
onto the tangent space 7 of ® at p (see Fig. 1),

tpr €4 (u1) = tpr ¢_(un) =0, (6)
tpr (€_(u;) — ¢y(u;)) =0, i=2,...,N—1, (7)
tpr ¢®(u) =0 on each interval [u;,u;1]. (8)

Exactly these conditions are stated in Theorem 1 (for an illustration see Fig. 2).
Equation (6) means that the second derivative vector at the end points is or-
thogonal to the surface; this implies (but is not equivalent to) vanishing geodesic
curvature at the end points. Equation (7) shows that the tangential component
of the second derivative is continuous along c; we call this behaviour tangentially
C? or briefly TC?. It will be shown later that in view of the C* manifold ® this
implies C2. Finally, by equation (8), the fourth derivative vectors of the curve
(which may be discontinuous at the interpolation points) are orthogonal to the
manifold ®. Vanishing fourth derivative characterizes a cubic curve; since here
only the tangential component vanishes, we speak of a tangentially cubic curve
in the following.
To complete the proof, we show the following result:

Lemma 1 On an m-dimensional C* manifold ® C R™, m < n, we consider a
curve c(u), which is C* (k > 2) everywhere except at a point c(ug). At c(ug),
all derivatives up to order k have a continuous tangential component, i.e.

tpr(c? (ug) — ¢ (ug)) =0, i =1,... k. (9)
Then, the curve is also C* at c(ug).

Proof. We may represent the manifold at least in a neighborhood of c(ug) as
an intersection of n — m hypersurfaces, whose implicit representations shall be

Fi(x)=0, j=1,...,n—m.

Since the curve lies on all these hypersurfaces, we have the identity F;(c(u)) =0
in u. By differentiation, we obtain VFj(c)- ¢ = 0, and for the i-th derivative
we find an expression of the form

Gi_i(c,...,c"" )+ VE;(c)- D =0. (10)



Figure 2: Conditions of Theorem 1.

Here, Gi_1(c,...,cl"1) abbreviates a function, which depends on Fj, up to
differentiation order i, and on c, but only up to differentiation order 7 — 1.
At c(up) this holds for the left and right derivatives. The first derivative is
tangential, and thus c is C! at ug. This is the basis of an induction on the
differentiation order i. Assuming continuity of the derivative ¢~ at ug, equa-
tion (10) expresses that the components VF}(c) - ¢ of the i-th derivative are
continuous at ug, since they equal G;_1(c,...,c*"D), which is continuous by
the induction hypothesis. Since the vectors VF}(c(ug)), j=1,...,n—m, span
the normal space of ® at c(ug), we have shown that the normal component
of the i-th derivative is continuous. The tangential component is continuous
by (9) and thus we have shown continuity of ¢(?). This completes the proof of
Lemma 1 and thus also the proof of Theorem 1. [J

The minimizers possess a characterization which is very similar to the fa-
miliar cubic C? splines. They are C? and tangentially cubic. However, the
problem is nonlinear. Tangentially cubic curves can in general not be computed
explicitly, but only by a numerical algorithm.

Existence of the solution follows from the work of Bohl [2] and Wallner [33].
Uniqueness cannot be expected, as will be clear from the following considera-
tions.

2.2 Geodesics
Let us replace the energy in (1) by the L? norm of the first derivative,

B0 = [ Il (1)

Ul
Moreover, we just prescribe the two end points. Then we find with the same
approach as in the proof of Theorem 1 that the curve’s second derivative vectors



¢ are orthogonal to ®; we may say the curve is tangentially linear. In particular,
¢ and ¢ are orthogonal, and hence | ¢||? = const. This proves, that the curve is
parameterized by a constant multiple of its arc length. Moreover, it shows that
¢ represents the principal normal, and orthogonality of the principal normal to
® characterizes a geodesic. Thus we find the known result that the minimizers
of E1 are geodesics in a scaled arc length parameterization. Note that the func-
tionals we are considering are also optimizing the parameterization. In case of
FE4, we get a very nice one. But also for F5, the obtained parameterization may
be very desirable, e.g. for applications in robotics. We will later show how to
deal with purely geometric functionals.

Since even for geodesics we do not have simple results on uniqueness, the
more involved case of splines will hardly allow us a characterization of situations
with a unique solution.

2.3 Splines in tension on surfaces

A linear combination of energies (11) and (1) leads in the unrestricted case
to the well known splines in tension as minimizers [27]. The counterpart on
manifolds is characterized in the following theorem, whose proof can be omitted
since it is completely analogous to that of Theorem 1.

Theorem 2 Consider a sequence of data points, parameter values and admissi-
ble curves on a surface ® as in Theorem 1. Then, a minimizer of the functional

uN
Ei(x) = / (%% + wx?)du, w = const >0, (12)
Uy

is a C? curve which satisfies
tpr (¢ (u) —we(u)) =0 (13)
on all segments. The end conditions are tprcy(ui) = tpré_(un) =0.

Increasing w brings the solution closer to the curve which minimizes F1,
i.e., the curve composed by geodesic segments between the interpolation points.
Hence, the parameter w controls the tension of the curve.

2.4 Counterparts to higher order splines on surfaces

It is known from spline theory, that the minimizers of the L? norm of the third
derivative,
uy
Bax) = [ Ix ) Pdu. (14)
U1

under interpolation conditions are quintic C* splines. It is not difficult to extend
this result to manifolds.



Theorem 3 Consider real numbers uy < ... < uy and points py,...,Pxy ON
an m-dimensional C® manifold ® in Buclidean R™. Then among all C? curves
X : [u1,un] — @ C R™, which interpolate the given data and whose restrictions
to the intervals [u;,uiy1],i = 1,..., N — 1, are C%, a curve ¢ which minimizes
the L* norm Es of the third derivative is C* and possesses segments c|[u;, wit1],
whose sixth derivative vectors are orthogonal to ®. Moreover, at the end points
p1 = c(u1) and py = c(un) of the solution curve, the third derivative vanishes
and the fourth deriative vector is orthogonal to .

Proof. The proof resembles the one of Theorem 1. We use the same notation
and just mention the few essential differences. A solution c(u) must satisfy

/c<3) oy du = 0. (15)
I

w“ _/Ui+1 c® .t du.
u;

Uq

Integration by parts on each segment yields

Ui41
/ Pty du = c® ty,
U
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(From the four terms on the right hand side, the third one vanishes because
of the interpolation conditions, expressed by t(u;) = 0. Since t is an arbitrary
tangent vector field along c, the last term vanishes iff tprc(® = 0. Now we can
sum up over all intervals and collect the contributions from the first two terms
c® . t,, and c® - t,. Since t,(u;) is tangential, we find a TC* condition at
the inner knots and orthogonality of the fourth derivative to the manifold at
the end points. It is not hard to see that t,,(u;) can be an arbitrary vector and
this shows that a solution must have vanishing third derivative at the ends and
it must be C? at the inner knots. Application of Lemma 1 shows that the curve
is even C* at the inner knots, which completes the proof. O

Remark 1 So far we always considered an open curve and natural end condi-
tions. It is clear from the derivation of our results how to handle other cases. Let
us discuss this at hand of the minimization of E3. The segments are of course
always tangentially quintic, i.e., tprc'® = 0. A closed spline is C* at all knots.
Moreover, instead of working for an open curve with natural end conditions, we
could prescribe first and second derivative vectors at the end points.

The extension of the results to the minimization of the L? norm of even
higher derivatives, or combinations of L? norms of different derivatives, is straight-
forward and thus it can be omitted.

3 Approximating spline curves on surfaces

Reinsch [22] relaxed the interpolation conditions x(u;) — p; = 0 by adding the
sum of squared interpolation errors as a penalty term to Fs,

UN N
B3(x) = A / () |2du+ 53 [x(u) — il2, Ap>0. (16)
u1 i=1



The minimizers, called smoothing splines, found a variety of applications in the
analysis of observational data [32]. The choice of the smoothing parameter \ : p
in this method for data approximation is not a simple problem. Often one uses
statistical methods for this critical task [32]. We should also mention that an
analogous functional is used for freeform surface fitting in reverse engineering
applications [31].

We can use the same method as in the proof of Theorem 1 to derive the
following result on the counterparts to cubic smoothing splines on surfaces.

Theorem 4 Consider a sequence of data points, parameter values and differ-
entiability conditions on an admissible curve on a surface ® as in Theorem 1.
Then, a minimizer of the smoothing spline functional E5 has all the properties
of the minimizer of Eo in Theorem 1. However, the interpolation conditions
c(u;) = p; are replaced by the following transition conditions between segments,

tpr A () — ¢ (uy)) + p(c(us) — p;)] = 0. (17)

In an analogous way, one can investigate the minimizers of smoothing spline
counterparts Ef, E3, ..., to other energy functionals. For example, the case of
E3 yields in modification of Theorem 3 curves, where the interpolation condi-
tions are replaced by the smoothness conditions

tpr M (w;) — ¢ (wi)) + p(e(us) — p;)] = 0. (18)

4 Examples of tangentially cubic curves

4.1 Tangentially cubic curves on cylinder surfaces in R?

Let us consider a general cylinder surface ® ¢ R3. We may choose a directrix
curve 1(u) = (z1(u),z2(u),0) and rulings parallel to (0,0,1), i.e. a parameteri-
zation of ® in the form

D x(u,v) = (21(u), z2(u),v).

For a tangentially cubic spline curve c(t) = (c1(t), c2(t),c3(t)) C @, the fourth
derivative ¢®®) must be orthogonal to ®, and thus also orthogonal to the cor-
responding ruling of ®. This requires a vanishing third component c§4)(t) =0
and shows that the function c3 is cubic,

C3(t) =ag+arit+ ...+ a3t3.

The other two coordinate functions (¢1(t),c2(t)) have its fourth derivative or-
thogonal to a parameterization (ci(t), c2(t),0) of the (planar) orthogonal cross
section 1 of ®. This is therefore a tangentially cubic parameterization of the
cross section curve.

Choosing the data points for a spline on a cross section, we find a result on
energy minimizing parameterizations of a given curve.

10



Corollary 1 Given a C* curve 1 in R™, and a sequence of points p; with pa-
rameters w;, i = 1,...,N, on it. Then, among all C', piecewise C* parame-
terizations of the curve which satisfy the interpolation conditions c(u;) = p;, a
minimizer of the L? norm of the second derivative is tangentially cubic, i.e., a
parameterization whose fourth derivative is orthogonal to 1. Moreover, c is C?
and the second derivative at the end points is orthogonal to 1.

The derivation in R™ can be done with a cylinder surface in R"*!. We may
also note that the case of a manifold of dimension 1 is actually included in the
formulation and in the proof of Theorem 1.

Since the study of splines on cylinders is reduced to tangentially cubic pa-
rameterizations of curves, we will study those in the following in more detail.

4.2 Tangentially cubic arc length parameterizations

In view of the important role of arc length parameterizations for curves, we
answer the question on which curves in R™ the arc length parameterization c(s)
(or a scaled version of it), is tangentially cubic.

Denoting the Frenet frame of ¢ by ei(s),...,e,(s), and the curvatures by
K1ly...,Kn_1, we have

/ ! " ! 2
C =€, € = K1€2, €] = K€z — K€ + Ki1Kkge€s.

Hence, the condition for a tangentially cubic parameterization becomes

0=cW.¢ = e§3) -e; = —3K1K].
Proposition 1 The arc length parameterization c(s) of a curve in R™ is tan-

gentially cubic iff the curve possesses constant curvature K.

In the plane, we get only circles and straight lines. However, already in
R3 this family is relatively rich, since the torsion 7 = ks can be arbitrary.
Parametric representations of special space curves with constant curvature have
been given by E. Salkowski [25], whose formulae for n # 1/2,m € R\{0} we
include for completeness:

(v) - Sk LI (1+2n)v+ e (1—2n) + 1
z(v) = in n)v + ——————sin(1 — 2n)v + = sinw
V1+m2 \4(1+2n) 4(1 — 2n) 2

1 1—n 14+n 1
= 5(1+ 2 ——cos(1 —2 — COS
y(v) m<4(1+2n) cos(1 + n)v+4(1_2n) cos( n)v—l—ZCObv)

1
z(v) = ———=cos2nv

4m/1 +m?2

Fig. 3 shows three examples with m = v/1 —n?, v € [0,67) and n = 1/6 (left),
n = 1/4 (center), n = 1/3 (right).

11



Figure 3: Examples of space curves with constant curvature.

4.3 Tangentially cubic parameterizations of the circle; spline
curves on a right circular cylinder

Consider the unit circle x> = 1 and its parameterization

c(t) = (cos ¢(t),sin o(t)).

We want to determine ¢(t) such that c(t) is a tangentially cubic parameteriza-
tion of the circle. A simple computation shows that orthogonality of first and
fourth derivative is equivalent to

™ —6¢°¢ = 0. (19)
We set (t) := ¢(t) and thus have to solve the differential equation
¥ = 6y,

We can immediately perform a first integration,

P =2¢° + Ay, (20)

with a constant Ay € R. Since the particular solution w = 0, i.e. the scaled
arc length parameterization ¢ = at + b is already known from the previous
considerations, we may assume 1/1 # 0 from now on. Multiplying equation (20)
by 2¢ and integrating again, we arrive with A := 24, at

Y? = ¢* 4+ Ay + B.

Separation of the variables and integration leads to

(21)

B dy
”Ci/m'

12



The integral on the right hand side requires Legendre normal integrals. We omit
its discussion in the general case and just look at the special case A = B = 0.
There, we obtain ¢ = +1/(t 4+ C') and

é(t) =In|C £ t| + D. (22)

Thus, even in the very simple case of a right circular cylinder, just two very
special families of tangentially cubic curves can be written down explicitly. On
the unit cylinder =3 + x3 = 1, these are the curves derived from a scaled arc
length parameterization

c(t) = (cos(at + b),sin(at + b), ap + art + ...+ azt?), (23)
and the curves to the circle parameterization (22),
c(t) = (cos(In|C £+ t| + D),sin(In |C + | + D), a0 + art + ... +azt®). (24)

A few examples of curves (23) and (24) are depicted in Fig. 4.

T
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Figure 4:  Examples of tangentially cubic curves derived from (a) and (b) a
scaled arc length parameterization and (c) and (d) a circle parameterization.

4.4 Tangentially cubic parameterization by the direction
angle of the curve tangent

It turns out that nice explicit representations of tangentially cubic curves on

cylinder surfaces arise as follows. We would like to determine those planar

curves, whose parameterization c(¢) with respect to the direction angle ¢ of the

curve tangent is tangentially cubic. Therefore, we write the family of tangent
lines of such a curve in the form

—x18in¢ + x cos ¢ + h(p) = 0. (25)

13



Here, ¢ is the angle between the tangent, oriented by the vector (cos ¢, sin ¢),
and the zi-axis; h denotes the signed distance of the origin to the oriented
tangent. The function h(¢) is known as support function. The curve param-
eterization c(¢) is computed as envelope of the family of tangents, i.e., from
equation (25) and its derivative with respect to ¢. We find

c(¢) = (hsing + hcos ¢, —h cos ¢ + hsin ?). (26)

A tangentially cubic parameterization requires ¢ - ¢ = 0, which is equivalent
to
h®) —2p3) — 3k = 0. (27)

The solution of this differential equation is, with real constants b;,
h(¢) = by + by cos ¢ + by sin ¢ + bz cosh(V3p + by). (28)

To understand these curves, we note that an appropriate translation of the origin
can eliminate the term by cos ¢ + by sin ¢, and by just accounts for a rotation.
Thus it is sufficient to study the case by = bs = by = 0. Addition of the constant
bo to the support function means construction of the offset at signed distance
bo.-

The curve with support function

h(¢) = cosh V3¢, (29)

is a special instance of a so-called hypercycloid. Hypercycloids are a certain
counterpart to the familiar epicycloids or hypocycloids, which are obtained as
locus of a point on a circle, which rolls on another circle. A hypercycloid pos-
sesses such a kinematic generation, but the generating circles are not real: the
moving circle has a complex radius and the fixed circle a purely imaginary ra-
dius. Hypercycloids arise for example as orthogonal projections of geodesics on
a paraboloid of revolution, when projecting parallel to the rotational axis (see
[30], pp. 227-232).

All other nontrivial solutions of our problem arise from the special hypercy-
cloid with support function (29) by offsetting and a similarity transformation.
The trivial solutions belong to b3 = 0 and are circles.

On a cylinder surface with the hypercycloid to (29) as cross section, the
curves

cosh v/3¢ sin ¢ + v/3sinh /3¢ cos ¢
c(¢) = —coshv3¢ cos¢ + /3sinh /3¢ sin¢ (30)
ap + a1 + a2¢® + az¢®
are tangentially cubic. Figure 5 shows for ¢ € [—2.5,2.5] tangentially cubic
curves (30) on a cylinder surface with the hypercycloid (29) as cross section,
with (a) ap = a1 = a3 =0,a2 =5 and (b) ag = 0,a1 = 1,a2 = 2,a3 = 1.
The main conclusions of this section are:

e Only for very special surfaces, namely cylinders with special cross sections,
we have been able to find explicit representations of spline segments.
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Figure 5: Tangentially cubic curves (30) on a cylinder surface with the
hypercycloid (29) as cross section.

e There is no hope to find explicit representations of spline segments (tan-
gentially cubic curves) on a sufficiently large class of surfaces and therefore
further work must concentrate on efficient algorithms for the numerical
computation.
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