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Hayman admissible functions

1 y(x
Y=y = 5 [ 2 ox

IxX|=r

If y(x)x~" is concentrated at a saddle point (p:

Yo ~ Y(Cn)ggn
" /2r02(Ch)

(n — o0)
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Definition (Hayman admissible function)

f(x) analytic in |x| < R, positive in (Rp, R)
36 : (Ro, R) — (0, m) such that in (Ro, R):

f (re’9> ~ F(r)exp (iea(r) - 022b(r)> ,r — R,

uniformly for |0 < §(r), where
a(r) = rf'(r)/f(r),b(r) = rd(r)

In (Ro, R)
f(re")) =0 ( fé?,)) ,r— R,

uniformly for 6(r) < |0| <«
b(r) - casr— R.
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Theorem (Hayman 1956)

Let f(x) be H-admissible (¢ Hg). Then, as r — R, we have

f(r) ( < (a(r)n)2> >
fp= ———— ———— ] 40(1)],
" n/2rb(r) =P 2b(r) ()
uniformly for all integers n.
Examples: €*, €%, exp (ﬁ) are admissible.

Corollary
Letf(z) € Hpg, then

fn ~ f(Cn)
v/ 2mb(Cn)CA
where (, is defined by a((n) = n.
Remark: For sufficiently large n, ¢, is unique.
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Proof: Let § = d(r)

L R
for” =5 f(re”)e " do
1 27 —6 . .
/ f(re”)e=% dg + — / f(re”)e= dg
2
71, b
_ f(r)
Clearly, b =0 (\/W)
b
h = fz(;)/ exp <i(a( ) —n)o — b(')e?> (1+0(1))do
-6
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Remaining part:
s
fz(;) /_ e (i(a(r) —n)o— "(2”92> a0

is
‘f(fr(er))| Neb(r)62/220< 1 ) e B0 = o

Substitute y = 6./b(r)/2:

b(r/2 a(ry—n
Iy ~ +i V2| d
" w\/zT G exp( vy NCO) Y

~ W;TM/ exp <—y2+iya(r) n\@) dy [

\/Eexp(—(a(f)—”) /(2b(”)))
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Consequences:

m Admissible functions have at least exponential growth, their
maximal modulus is on the positive real line.

m "Distribution" of partial sums asymptotically Gaussian, i.e.,

> anr" ~ f\p / et
T
n<a(r)+w+/2b(r) —o0

m Growth of derivatives: f()(r) ~ f(r)(a(r)/r)¥, as r — R.



Analytic Combinatorics: Complex-analytic Methods and Applications

L Hayman admissible functions

Theorem (Closure Properties, Hayman 1956)

p(x) real polynomial, e?*) = 3" a,x", almost all a,
positive, then e?*) ¢ H

(X),h(x)eH = ¥ ecHandf(x)h(x)ecH

f(x) € Hp, p(x) polynomial with positive leading coefficient
andp(R) >0 = f(x)p(x) € Hpr

f(x) e Handg(x)=O (%) = f(x)+g(x) eH

Remark: Maple packages by Salvy et al. (Algolib)
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Example (Stirling’s formula)

Find asymptotic of n!:

1 n n Z
— =[2"f(2) = [2e
e’ cH,

()
alr) = i r,
Saddle point equation: a(¢,) = n.
This implies ¢, = n and thus

b(ry=rd(r)=r.

P O B () DO
"ot 2rb(Cy) B Vemnn
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Example (Bell numbers)

&7 € H, likewise & — 1 € H and thus f(z) = e~ ' € H.
This function corresponds to set(set(Z2) \ {e}).

We get
_rf'(r)  re"f(r)
A= = Fmy e

Saddle point equation: (,e%" = n.
Taking logarithms and then using ¢, = log n — log (, gives

Cn ~ log n —loglogn+ o(1).

Thus

| efn_1 ] n/ log n
By = nl[z"f(2) ~ n! e n! e

,/zﬂggecn' o e 27rn|ogn. @]
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Example (Involutions)

An involution is a permutation with no cycles of length 3 or

more. Thus , ;
2 z
f2)=et2 =) hi eH

n>0

We compute
ain=r+r? bry=r+2r, 2+¢y=n

and so C,,:ﬁ—éJr _ + O(n=%/2),

This implies

oS
PPN

F(Cn) = 2l — g2t — exp ( + O(n—1/2)>

and b(¢n) = ¢n +2¢2 ~ 2¢2 ~ 2n.
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Example (Involutions — cont'd)

n__ - 1 1 -3/2 5

gn_<ﬁ 5+ g/m+ O ))
_ /2 - 1 1 —2 >n
=" (1 avn Tan o)

_nn/zex n _ 1 _i_l _1 _L_i_l 2+O L
B P 2v/n 8n) 2\ 2yn 8n nd/2
= n"/? exp <—ﬁ +0 (n_1/2)> ~ n/2gV/2
2
Thus

o fG) e (3+vn-j)
n .\ /27b(Cn)Ch 2n"/2\/rn
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Multivariate Hayman admissibility

Notations
X=(X1,...,Xg), X" = x{" - x@
For a function y(x), x € CY:
a(x) = (aj(x))=1,...,¢ vector of the logarithmic (partial)
derivatives, i.e., x)
XY (X

ai(x) = ,

)=y
B(x) = (Bi(x))jk=1,..,a matrix of the second logarithmic
(partial) derivatives of y(x), i.e.,

Xi Xk Y xix. (X) + 0 Xi¥Y (X)) XiXkc Y, (X) Y, (X)
B = S T
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o4 e 88 dBE

8.5 38 E B E

B(r) positive definite
vq(r),...,vq4(r) orthonormal basis of eigenvectors
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Definition (Multivariate Hayman admissible function)

A function
YOO =D YangX{ o X

ny,...,ng=0

with real coefficients yn,...n, is called H-admissible in R ¢ RY if
it is entire and positive in R (for some fixed Ry > 0) and
satisfies
() B(r) is positive definite and there exists a function
0 : RY — [—7, 7]9 such that

¢ 0B(r)e'

y (re"’) ~ y(r) exp <i0a(r)

),asr—>ooinR,

uniformly for ¢
0 € A(r) ={)_ pyv(r) with || < 5(r), forj=1,...,d}.
j=1
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Definition (Mv Hayman admissible function — cont’d)

(1) The asymptotic relation

y(refo):o<ciir;(r)>,asr—>ooin7z,

holds uniformly for 8 ¢ A(r).
(Ill) The eigenvalues A{(r), ..., Aq(r) of B(r) satisfy

Ai(f) > 00, asr— oo inR, foralli=1,...,d.

(IV) We have B;(r) = o (a;(r)?), as r — oo in R.
(V) For r sufficiently large and 6 € [, 7]9 \ {0}:

y(re’)| < y(r).
Remark: (I)—(lll) imply ||B(r)| = o(||a (r)||?) , as r — oo in R.
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Theorem

Let y(x) be H-admissible. Then asr — oo we have

y(r) 1 )
(2n)9/2\ /et B(r) (‘2(3(0 —n)B(r)~(a(r) - n)’) ,

uniformly for alln € 7.9.

Proof (sketch): Let £ = {Zj iV | ] < 5,-}.
Then we have ynrn =l + b with

Yn ~

re/B

eind!

d01--- dbg

/0
re d91"‘d9d:0 L
det B(r)
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Corollary

Let y(x) be an H-admissible function. If ny, ..., ng — oo in such
a way that all coordinates of the solution p, ofa(p,) = n tend
to infinity as well, then we have

Y(Pn)
PR/ (2m)9 det B(py)

where p,, is uniquely defined for sufficiently large n, i.e.,
min; n; > No for some Ny > 0.

Y~
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A Class of H-admissible Functions
Theorem

Let P(z) = Y ey bmZ™ be a polynomial in z with real
coefficients and

y(z) =) anz" =ef®

nend

Then the following conditions are equivalent
v € [-n, 79\ 0 we have:

‘ y(rew)‘ < y(r), for sufficiently large r(in R)

y(2) is H-admissible in R.
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Theorem

Let P(zy,...,24) = Z/-L:1 ajzf” . zgd’ be a polynomial in d
variables and with positive coefficients a; > 0
K; := (kij, ..., kgj): exponent vector of the jth monomial

Then eP(z1-24) js admissible if and only if the span of the
K := (kij, ..., kq) over Z equals Z°.
Equivalently, this means that

KjOTEO mod 27, j=1...,L,

has only the trivial solution @ =0 mod 27.



Analytic Combinatorics: Complex-analytic Methods and Applications

LMultivariate Hayman admissibility

Closure Properties

m If y(x) € Hr, then &® ¢ 1.

m If y1(X), y2(X) € Hr and
det(B1 + BQ) < Cmin (det By, det Bg) and By and B> have
same eigenvectors, then y;(X)y2(X) € Hr.

m If y(x) € Hr, p(x) polynomial with positive coefficients,
then y(x)p(x) € Hr.

m y(X) € Hg, f(X) analytic, real if x € R? and

L max ()] = o(y(r)1 5), asr— oo.

Then y(x) + f(x) € Hr.

m If y(x) € H, then e¥X) ¢ Hp with suitable R.

m If y(X) € Hg, then exp(y(X1)y(X2)) € H; with suitable R.
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Example (Stirling numbers of the second kind)

gen. function y(z, u) = e¥(¢*=1)

Example (Permutations with bounded cycle length)

cycle length < ¢ = gen. function

£ i
y(z,u) =exp (UZ Z/)
i=1

exponent is polynomial — check conditions of theorem

Example (Partitions of a set of partitions)

partitions of the set of subsets of a given partition

y(z,u) = exp (u (eez‘1 — 1))
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Example (Set partitions with bounded block size)
L i
z
y(z,u) = exp <UZ1: ”)
=

Example (Coverings of complete bipartite graphs with complete
bipartite graphs)

y(z,u) =exp((e” —1)(e" — 1))

Example (Partitions of sets with coloured elements (out of d
colours))

S C 79, S finite, in each block the vector of the number of
elements per colour must be an element of S.

y(z) = exp <Z mlzndl)

nesS
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Rule of thumb

m Small singularities:
m f(z) grows subexponentially when z approaches the
singularity
m Use singularity analysis
m Large singularities:
m f(z) grows at least exponentially when z approaches the
singularity
m Use saddle point method
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Multivariate asymptotics and
limiting distributions
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Introductory remarks

X...random variable on probability space Q.

Assumption: X(Q2) C N; px :=P{X =k}

distribution function: F(x) = P{X < x} =} ), P«
probability generating function: p(u) = >4~ pruk;

analytic for |u| < 1 since p(1) = 1.

P = 7p™)(0).

Moments: EX = -, kok, generally: Eh(X) = > y~q h(K)px;
for h(x) = e™: characteristic function ¢x(t) = EeX.

In particular:
a r
pr = EX" = (U8U> p(u) [u=1;

p=pm=p 1), o®=p—p?=p"(1)+p(1)-p ()7
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In combinatorics: A combinatorial structure;
probability spaces (Ap, Pp), where
P, is a probability distribution on A,

Xn(a) = x(a) for some random a € A, (recall: x : A — N, or N™)
Ank={ac A: |al=n, x(a) =k},  ank = [Ankl
Uniform distribution:

a
P[Xn = k] = aL’k where a, = Z an,k
n
k

Then (A, x) corresponds to

A(z,u) = Z a,,7kz”uk.
n,k
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What is the limiting distribution of X,,?
E.g.: X, asymptotically Gaussian if 3up, op, onp — o0, S.t.

> ank = an®(x) + o(an)

k<pn+Xon

as n — oo, where

_ [ e

d(x) = \/E\/ooe at.

Question: Is X, asymptotically Gaussian?

Distributional quantities encoded in A(z, u):

pn(U) = [27A(z. U)/[2")A(z, 1) Thus

_ [ZMAu(z,1) _ [ZMAw(2,1) + Au(2,1)]

= @A A= ey B
_ [2MA(z, €) _ [27A(z,€")

= O & ]

EX,
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Example (Cycles in permutations)

F = Set(uCyc(2)) = f(z,u) =exp <u|og ] _12)> =(1-z)7Y

Thus _(n+u—1\ T(n+u)
’ pn(u)—< n )_ r(u)n!

If |[u— 1] < e then

pn(u) = ?Z;; (1 +0 <l)> ~ (gU~1yloen
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Example (Cycles in permutations — cont'd)

For the expectation we get
2" 555 log 115

EXn =
[2M+15

~ logn

and similarly VarX, ~ log n. Let ¢%(t) = Eexp (it%’), then

~ityTog7 p— Bl
#all) ~ r(eeit/\/m) exp ((¢//VET ~ 1)logn) ~ e +olewm).

Theorem (Goncharov 1944)

The number of cycles in random permutions of size n is
asymptotically normal with mean and variance proportional to
log n
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L Introductory remarks

Important inequalities for random variables:

Theorem (Markov’s inequality)
IfX>0andu=EXthenP{X >tu} <1/t

Theorem (Chebyshev’s inequality)
If X is real-valued with u = EX and o® = VarX, then

P{|IX—pul>te} <1/t

A sequence (Xj)n>o of random variables with EX;, = p is
called asymptotically concentrated, if

Ve >0 : Ilim P{1—€<Xn<1+a}:1.

n—oo un
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Theorem

Let (Xn)n>0 be a sequence of random variables, ji, = EX,,
o2 = VarX,, satisfying limn_..o on/pun = 0. Then X, is
asymptotically concentrated.

Proof: Set X, = X,/uun. Then EX, = 1 and 6, = on/un = o(1).
Therefore P {]5(,, —1] > 5} < 52/e? = o(1). O

Example (Number of leaves in plane trees)

F = pf{o} U {o} x seqs1(F)
implies
zF(z,u)

F(Z,U) :Zu—i_T(Z,U)
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Example (Number of leaves in plane trees — cont’d)

and thus
F(z,u) = ;<1+ (u-1)z—/1-2W+1)z (u—1)2z2>
F(z.1) =5 (1-vT—42)
A= (2+ i)
] 1/2n—2\ 41
n n—1 1 14n—1
2VFulz ) = " e ~

Thus p ~ n/2. Similarly o, = O (v/n) = asymptocally
concentrated.
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