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Preliminaries
Assumptions:

f : Ω → C is analytic at z = 0, 0 ∈ Ω.
The dominant singularity z0 is not a pole.
Near z = z0 we have f (z) = g((z − z0)

α) where α /∈ Z and
g is analytic at 0.
z0 is the unique singularity in |z| ≤ |z0|+ η.
W.l.o.g. let z0 = 1, otherwise consider f (zz0).
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Lemma

Given sequences (an)n≥0 and (bn)n≥0 with an = O (n−γ)
(γ > 0) and bn = O (θn) (0 < θ < 1) then

n∑
k=0

akbn−k = O
(
n−γ

)

Proof:

n/2∑
k=0

akbn−k ≤ max
0≤k≤n/2

|ak |·
n/2∑
k=0

C·θn−k ≤ C1Cθn/2 ≤ C2θ̃
n = O

(
n−γ

)
n∑

k=n/2

akbn−k ≤ max
n/2≤k≤n

|ak |
n∑

k=n/2

C · θn−k ≤ C3 · n−γ · 1.
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Lemma

Let β /∈ N. Then

[zn](1 − z)β ∼ n−β−1

Γ(−β)
.

Proof: Later.

Lemma

Let v(z) be analytic in |z| < 1 + η and u(z) = (1 − z)γv(z).
Then

[zn]u(z) = O
(

n−γ−1
)
.

Proof: an := [zn](1 − z)γ = O
(
n−γ−1), bn := [zn]v(z) = O (θn)

for some 0 < θ < 1. Now apply first lemma.



Analytic Combinatorics: Complex-analytic Methods and Applications

Singularity Analysis

Theorem (Darboux)

Let v(z) be analytic in |z| < 1 + η and locally around z = 1 let
the asymptotic expansion v(z) =

∑
j≥0 vj(1 − z)j hold. Let

β /∈ N. Then we have
[zn](1 − z)βv(z) = [zn]

m∑
j=0

vj(1 − z)β+j + O
(

n−m−β−2
)

=
m∑

j=0

vj

(
n − β − j − 1

n

)
+ O

(
n−m−β−2

)
.

Proof:
(1 − z)βv(z) =

m∑
j=0

vj(1 − z)β+j +
∑
j>m

vj(1 − z)β+j

︸ ︷︷ ︸
(1−z)β+m+1ṽ(z)

Analyticity domains of v(z) and ṽ(z) identical, so last lemma
completes the proof.
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Theorem (Darboux’s theorem)

If f is analytic in the disk |z| < 1 and k times continuously
differentiable on its boundary, then [zn]f (z) = o(nk ).

Proof: k = 0:

1
2πi

∮
|z|=1

f (z)
zn+1 dz =

1
2π

∫ 2π

0
f (eit)e−int dt → 0

by the Riemann-Lebesgue lemma.
k > 0: For k = 1 integration by parts gives∫ 2π

0
f (eit)e−int dt = 0 +

1
in

∫ 2π

0
f ′(eit)e−int dt = o

(
1
n

)
,

for larger k iterate.
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Example (2-regular graphs)

Labelled undirected 2-regular simple graphs consist of cycles
only, each of length at least 3:

G = Set(Cyc
(u)
≥3(Z))

where Z is the class of a labelled atom and Cyc
(u)
≥3 means the

undirected cycle construction.
Thus the EGF satisfies

g(z) = exp

(
1
2

(
log

1
1 − z

− z − z2

2

))
=

e− z
2−

z2
4

√
1 − z

.

=⇒ singularity at z = 1, e− z
2−

z2
4 is analytic at z = 1
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Example (2-regular graphs – cont’d)

We have

e− z
2−

z2
4 = e−3/4 + e−3/4(1 − z) +

e−3/4

4
(1 − z)2 + O

(
(1 − z)3

)
So,
g(z) = e−3/4

√
1−z

+ e−3/4
√

1 − z + e−3/4

4 (1 − z)3/2 + O
(
(1 − z)5/2)

Thus by Darboux’s theorem we obtain

gn

n!
= e−3/4

((
n − 1

2
n

)
+

(
n − 3

2
n

)
+

1
4

(
n − 5

2
n

)
+ o

(
n−2

))
.

=⇒ gn =
n!e−3/4
√

nπ

(
1 − 5

8n
+

1
128n2 + o

(
n−3/2

))
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Several singularities:

Theorem (Szegő’s theorem)

Let h(z) analytic in |z| < 1 and eiϕ1 , . . . ,eiϕr be its singularities
on |z| = 1. Assume that locally around eiϕk the expansion

h(z) =
∑
ℓ≥0

c(k)
ℓ

(
1 − ze−iϕk

)αk+ℓβk
, for some βk > 0,

holds.
Then, as n → ∞,

[zn]h(z) ∼
∑
ℓ≥0

r∑
k=1

c(k)
ℓ

(
αk + ℓβk

n

)(
−e−iϕk

)n



Analytic Combinatorics: Complex-analytic Methods and Applications

Singularity Analysis

Definition

The Gamma function is defined by

Γ(z) =
∫ ∞

0
tz−1e−t dt , ℜz > 0.

It can be analytically continued to C \ {0,−1,−2, . . . }.

Lemma (Stirling’s formula)

For ℜz > 0 we have

Γ(z + 1) ∼
(z

e

)z √
2πz, as z → ∞.
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Lemma (Hankel’s representation of Γ(z))

Let H = H+ ∪H− ∪H◦ where H+ = {t + i | t ≥ 0},
H− = {t − i | t ≥ 0}, H◦ =

{
eiφ | π

2 ≤ φ ≤ 3π
2 i
}

and the curve
encircles the origin clockwise. Then

1
Γ(α)

=

∫
H
(−t)−αe−t dt .
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The method of singularity analysis
The task: Given OGF/EGF, determine its coefficients
The goal:

Find function class for comparison with given function.
coefficient extraction for that class is easy.
Transfers applicable.

f (z) = O(g(z)) =⇒ fn = O(gn)
f (z) = o(g(z)) =⇒ fn = o(gn)
f (z) ∼ g(z) =⇒ fn ∼ gn

Extension:

f (z) = h0(z) + h1(z) + · · ·+ hk (z) + O(hk+1(z)),
where hi(z) ≫ hi+1(z)

=⇒ fn = h0,n + h1,n + · · ·+ hk ,n + O(hk+1,n) and hi,n ≫ hi+1,n
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The method of singularity analysis

Example (2-regular graphs – revisited)

We got

f (z) =
e− z

2−
z2
4

√
1 − z

=
e−3/4
√

1 − z
+ e−3/4

√
1 − z + O

(
(1 − z)3/2

)
,

fn
n!

=
e−3/4
√
πn

− 5e−3/4

8
√
πn3

+ O
(

n−2
)
.
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Lemma

Let α ∈ C \ N. Then

[zn](1 − z)α ∼ n−α−1

Γ(−α)
.

Proof:

[zn](1 − z)α = (−1)n
(
α

n

)
=

(
n − α− 1

n

)
=

Γ(n − α)

Γ(−α)n!

then apply Stirling’s formula

Γ(z + 1) ∼
(z

e

)z √
2πz

to Γ(n − α).
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Lemma (Flajolet, Odlyzko 1990)

Let α ∈ C \ N. Then

[zn](1 − z)α ∼ n−α−1

Γ(−α)

1 +
∑
k≥1

ek (α)

nk

 .

where

ek (α) =
2k∑
ℓ=k

(α+ 1)(α+ 2) · · · (α+ ℓ) [wkxℓ]ex(1 + xw)−1− 1
w︸ ︷︷ ︸

ck,ℓ
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Proof: Start with

[zn](1 − z)α =
1

2πi

∮
C

(1 − z)α

zn+1 dz

with

C =

{
z : |z| = 1

2

}
Behaviour near the singularity determines coefficient
asymptotics.
−→ So, deform C appropriately.
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Let Hn = H−
n ∪H+

n ∪H◦
n

H−
n =

{
t − i

n
| 0≤ t ≤cR

}
, H◦

n =

{
1 − eiφ

n
| |φ| ≤ π

2

}
,

H+
n =

{
t +

i
n

| 0≤ t ≤cR

}
, Hc

n =

{
z | |z|=R, |ℑz| ≥ i

n
if ℜz > 0

}
.

1

∫
Hc

n

|1 − z|α

|z|n+1 |dz| = O(R−n)

Thus

[zn](1−z)α ∼ 1
2πi

∫
Hn

(1−z)α dz ∼

z=1+ t
n︷ ︸︸ ︷

n−α−1

2πi

∫
H
(−t)α

(
1 +

t
n

)−n−1

dt .
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We have

[zn](1 − z)α ∼ n−α−1

2πi

∫
H
(−t)α

(
1 +

t
n

)−n−1

dt .

Now use

(1+ t
n )

−n−1
=e−t et(1+ t

n )
−1−n

=e−t ∑
k,ℓ≥0

ck,ℓtℓn−k (x=t ,w= 1
n )

Thus

[zn](1 − z)α ∼ 1
nα+1

∑
k ,ℓ≥0

(−1)ℓck ,ℓn−k 1
2πi

∫
H
(−t)α+ℓe−t dt︸ ︷︷ ︸

1/Γ(−α−ℓ)

=
n−α−1

Γ(−α)

∑
k ,ℓ≥0

ck ,ℓ
(α+ 1)(α+ 2) · · · (α+ ℓ)

nk
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Definition

A function is f called ∆-analytic if there are η > 0 and
0 < ϕ < π

2 such that f is analytic in ∆ \ {1} where

∆ = ∆(η, ϕ) = {z | |z| ≤ 1 + η, | arg(z − 1)| ≥ ϕ}

ρ

Remark: ∆ is often called Camembert.
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Theorem (O-transfer; Flajolet, Odlyzko 1990)

If f (z) is ∆-analytic and f (z) = O (|1 − z|α) in ∆, then

fn = [zn]f (z) = O
(

n−α−1
)

Proof:
γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 where

γ1 ={z | |z−1|= 1
n , | arg(z−1)|≥ϕ}

γ2 ={z | 1
n≤|z−1|, |z|≤1+η, arg(z−1)=ϕ}

γ3 ={z | |z|=1+η, | arg(z−1)|≥ϕ}

γ4 = γ2
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Proof:
γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 where

γ1 ={z | |z−1|= 1
n , | arg(z−1)|≥ϕ}

γ2 ={z | 1
n≤|z−1|, |z|≤1+η, arg(z−1)=ϕ}

γ3 ={z | |z|=1+η, | arg(z−1)|≥ϕ}

γ4 = γ2

By assumption: |f (z)| ≤ K |1 − z|α

Set f (j)n :=
∫
γj

|f (z)|
|z|n+1 |dz| =⇒ fn ≤ f (1)n + f (2)n + f (3)n + f (4)n

Small circle γ1: |z|n+1 ≥
(
1 − 1

n

)n+1
, |f (z)| ≤ Kn−α

=⇒ f (1)n ≤ Kn−α

(
1 − 1

n

)−n−1 2π
n

= O
(

n−α−1
)
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Proof: γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 where

γ1 ={z | |z−1|= 1
n , | arg(z−1)|≥ϕ}

γ2 ={z | 1
n≤|z−1|, |z|≤1+η, arg(z−1)=ϕ}

γ3 ={z | |z|=1+η, | arg(z−1)|≥ϕ}

γ4 = γ2

|f (z)| ≤ K |1 − z|α
Rectilinear parts γ2 and γ4: Let E be such that
|1 + eiϕE | = 1 + η. Then f (2)n is bounded by∫ En

1
K
(

t
n

)α ∣∣∣∣1 +
eiϕt
n

∣∣∣∣−n−1 dt
n

≤ K
nα+1

∫ ∞

1
tα
∣∣∣∣1 +

eiϕt
n

∣∣∣∣−n−1

dt

Rem.:
(

1 + eiϕt
n

)−n−1
∼ exp

(
−eiϕt

)
.
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Proof: γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 where

γ1 ={z | |z−1|= 1
n , | arg(z−1)|≥ϕ}

γ2 ={z | 1
n≤|z−1|, |z|≤1+η, arg(z−1)=ϕ}

γ3 ={z | |z|=1+η, | arg(z−1)|≥ϕ}

γ4 = γ2

|f (z)| ≤ K |1 − z|α
Large circle γ3: |z| = 1 + η, thus |1 − z| ≤ 3.

f (3)n ≤ K 3α(1 + η)−n−12π(1 + η) = O
(

n−α−1
)
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Extensions:

Theorem

If f (z) is ∆-analytic and f (z) = O
(
|1 − z|α

(
log 1

1−z

)β)
in ∆,

then
fn = [zn]f (z) = O

(
n−α−1(log n)β

)
Small circle:

∣∣∣log 1
1−z

∣∣∣ ≤ supθ | log(ne−iθ)| = O (log n)

Rectilinear parts: z = 1 + eiϕ t
n , t ∈ [1,En]

Split into [1, log2 n] ∪ [log2 n,En]
log 1

1−z = log
(

ne−iϕ

−t

)
∼ log n for t = O

(
log2 n

)
.

Larger t : log 1
1−z = O (log n);∫

|z|−n−1 dz = O
(

ne−c log2 n
)
= o(1/n) = O

(
(log n)β

)
Large circle: log 1

1−z bounded;
∫
|z|−n−1 dz = O ((1 + η)−n)
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Theorem

If f (z) is ∆-analytic and

f (z) = O

(
|1 − z|α

(
log

1
1 − z

)β (
log log

1
1 − z

)γ
)

in ∆, then

fn = [zn]f (z) = O
(

n−α−1(log n)β(log log n)γ
)
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Corollary (o-transfer)

If f (z) is ∆-analytic and f (z) = o (|1 − z|α) in ∆, then

fn = [zn]f (z) = o
(

n−α−1
)

Proof (sketch): Same idea, but instead of |f (z)| ≤ K |1 − z|α
use |f (z)| ≤ ε|1 − z|α for z sufficiently close to 1.

Show |fn| < εn−α−1 for n sufficiently large. Fiddling with ε and δ
yields the proof.

∼-transfer: f (z) ∼ (1 − z)α ⇐⇒ f (z) = (1 − z)α + o ((1 − z)α)
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Theorem

Let α /∈ N, β ∈ C. Then

[zn](1−z)α
(

1
z
log

1
1 − z

)β

∼ n−α−1

Γ(−α)
(log n)β

1 +
∑
k≥1

Ck (α, β)

(log n)k


where Ck (α, β) =

(
β
k

)
Γ(−α) dk

dsk
1

Γ(s)

∣∣∣
s=−α

.

Sketch of the proof: Use same contour as for (1 − z)−α

(Hn ∪Hc
n) and substitute z = 1 + t

n on Hn. This gives

z−n−1f (z) ∼ e−t(−t)αn−α logβ n (1 − log(−t)/ log n)β︸ ︷︷ ︸
expand and use derivatives of Hankel’s formula:

1
2πi

∫
H
(−t)αe−t logk (−t) dt =

dk

dαk
1

Γ(−α)
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The extra factor 1/z does not disturb, since

1
z
=

1
1 − (1 − z)

=
∑
k≥0

(1 − z)k = 1 + O (1 − z) .

(
1
z
log

1
1 − z

)β

=

(
log

1
1 − z

)β

+ O

(
(1 − z)

(
log

1
1 − z

)β
)

Thus transfers also apply to functions of the form

(1 − z)α
(
log

1
1 − z

)β
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Theorem

If f (z) is ∆-analytic and

f (z) ∼ (1 − z)αL
(

1
1 − z

)
where L(u) = (log u)β(log log u)γ , then

fn ∼ n−α−1L(n).

Likewise, the statement holds for o- and Σ-transfers.
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Definition
A function L : C → C is called slowly varying if

1 There is x0 > 0 with 0 ≤ ϕ ≤ π
2 such that L(x) ̸= 0 for

−(π − ϕ) ≤ arg(x − x0) ≤ π − ϕ;

2 There is a function ε : R+ → R+ with lim
x→∞

ε(x) = 0 such that for

all θ ∈ [−(π − ϕ), π − ϕ] and for all x ≥ x0 we have∣∣∣∣∣L
(
xeiθ

)
L(x)

− 1

∣∣∣∣∣ < ε(x) and

∣∣∣∣∣∣
L
(

x log2 x
)

L(x)
− 1

∣∣∣∣∣∣ < ε(x).

Theorem

If f (z) is ∆-analytic and f (z) = O
(
(1 − z)αL

(
1

1−z

))
where

L(u) is slowly varying, then fn = O(n−α−1L(n)).
This holds for o- and ∼-transfers as well.

Likewise, the statement holds for o-, ∼- and Σ-transfers.
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