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ABSTRACT. We provide, for any regular uncountable cardinal &, a
new argument for Pincus’ result on the consistency of ZF with the
higher dependent choice principle DC., and the ordering principle
in the presence of a failure of the axiom of choice. We also gener-
alise his methods and obtain these consistency results in a larger
class of models.

1. INTRODUCTION

The ordering principle, OP, is the statement that every set can be
linearly ordered. The axiom of choice, AC, in one of its equivalent
forms, states that every set can be wellordered, and thus clearly implies
OP. If § is an infinite cardinal, the principle DCy of higher dependent
choice can be stated as follows: whenever T is a tree without terminal
nodes that is closed under increasing sequences of length less than 9,
then it contains an increasing sequence of length §. Note that by an
easy argument (see [2, Section 8]), these principles become stronger
as k increases. The principle of dependent choice DC, that is the
statement that whenever R is a relation on a set X with the property
that Vo € X 3Jy € X z Ry there exists a sequence (x; | i < w) of
elements of X such that Vi < w x; Rx;,1, is easily seen to be equivalent
to DC,. Finally, for an uncountable cardinal x, DC_, denotes the
statement that DCy holds whenever § < « is a cardinal.

In his [3], Pincus provided two arguments for the consistency of
ZF +0OP+DC+-AC (in fact, -DC,,, ). His first argument builds on the
basic Cohen model (adding countably many Cohen subsets of w and
then passing to a symmetric submodel where AC, but also DC fails),
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and then adding certain maps on top of that, in order to resurrect DC.
Since it was difficult to follow anything beyond Pincus’ basic outline of
the argument in [3], we provided a modern presentation of this result
in our [1]. Pincus’ second argument, which is even harder to grasp,
in fact yielded the (stronger) consistency of ZF +OP + DC_, + -AC
(in fact, -DC,) for an arbitrary regular and uncountable cardinal x
(while preserving cardinals at least up to and including ). In fact,
we didn’t manage to follow much of Pincus’ original arguments here
at all, but analysing a notion of hereditary almost disjointness that is
introduced in his [3], we came up with a similar notion of hereditarily
almost disjoint towers, and eventually with a new proof of Pincus’ con-
sistency result.! Over a suitable ground model (for example, Godel’s
constructible universe), we now obtain the above consistency result
(as did Pincus) starting with add(k, k), the standard forcing notion to
add k-many Cohen subsets of x, and then continuing in xk-many steps,
where at each stage 0 < a < K, we add k-many maps from cardi-
nals less than k to the set of things that we have added so far, in a
careful way. We finally obtain our desired model by passing to a suit-
able symmetric submodel of the above-described forcing extension of
our universe. While the very basic construction may seem somewhat
similar to the one that we presented in [1] at first glance, both the
construction and the arguments here are in fact very much different.
We also provide further models witnessing these consistency results,
that is, if K < kT < X are both regular and uncountable cardinals, we
obtain a model of ZF +OP + DC_, + —=DC, starting with add(k, A),
and then continuing to add certain maps in A-many steps.

Throughout this paper, let x be a fixed regular and uncountable
cardinal, and let A be a fixed regular and uncountable cardinal such
that either K = A or kK < k™ < A. (Note in particular that this excludes
the case A = k1.) The case when A = k will produce the models that
are essentially due to Pincus, while the case A > x will produce new
models for the above described consistency results.

2. HEREDITARILY ALMOST DISJOINT TOWERS

A key ingredient of our constructions will be what we call hereditarily
almost disjoint (or HAD) towers. They are fairly similar to and strongly
inspired by the concept of HAD functions introduced by Pincus in [3].2

IThis also yields a different (and in fact, probably somewhat easier than the one
provided in [1]) argument for the consistency of ZF +OP + DC + —AC.

2The actual conditions that we will use for our forcing notion, that we will define
in the next section of this paper, will contain further information (or in order to
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Definition 1. We say that p is a A-tower if:
e pisa function with domain dom(p) C (A\{0})x A and | dom(p)| <
A,
o If (o, B) € dom(p), then for some nonzero cardinal § < A,

pla,B): 0 — a x A
is an injection.
e If (o, By) and (av, B1) are both in dom p, then p(a, By) # p(«, B1).
Given A-towers p and ¢, we say that ¢ extends p, and write ¢ < p, if
q 2 p-

We will write pag or pra,p) rather than p(a, 8). Since A will be fixed
throughout our paper, we will simply write tower rather than A-tower.

Definition 2. Let p be a tower. We define the target of p to be

t(p) = domp U U range p..
yEdom(p)

We say that p is complete if t(p) \ ({0} x A\) = dom(p).

Note that by the regularity of A, |t(p)| < A. Given towers p and g,
we say that they are compatible if there is a tower r such that » < p, q.
Note that in this case, pUgq is their (unique) greatest lower bound in the
ordering of towers. Similarly, if {p; | i € I} is a family of towers that
has a common lower bound with respect to <, | J,c; p; is their greatest
lower bound, which is again a tower. Note that whenever a union of
complete towers is a tower, then it is complete.

Definition 3. Given a complete tower p, and a set e C A X A\, we
define the target t(p,e) C A x X of p on e, by inductively defining a
sequence (t"(p,e) | n < w), with each t"(p,e) C t(p), and then taking
t(p,e) = U, t"(p, €), as follows:

o 1(p,c) = e NH(p).

e Given t"(p,e), let

t"(p,e) = t"(p,e) U U{rangepy | v € t"(p,e)\ ({0} x N)}.

Note that if @ < A is such that e C a x A, then also t(p,e) C a x A.
Note also that t(p, A x A\) = t(p,t(p)) = t(p).

This now allows us to introduce what is essentially Pincus’ concept
of hereditary almost disjointness [3]:

be somewhat more specific already, this part of our conditions will then work on
adding Ad-many Cohen subsets of k), for which we will leave space at level 0 of our
towers below.
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Definition 4. (HAD towers) Let p be a complete tower. If d C #(p),
we say that d is finitely generated (in p) if there is a finite set e C d
such that d = t(p, e). We also say that d is (finitely) generated by e (in
p) in this case. We say that p is hereditarily almost disjoint, or HAD, if
whenever vy, 71 € t(p), then t(p, {70}) Nt(p, {71 }) is finitely generated

(in p).

Given two compatible HAD towers p and ¢, p U g is easily seen to
be a HAD tower. An analogous remark applies to arbitrary families
of HAD towers with a common lower bound. By the finitary nature
of the HAD property, any <-decreasing <A-sequence of HAD towers
has a HAD tower as its greatest lower bound. Adding elements to the
target of a HAD tower is essentially trivial:

Lemma 5. If p is a HAD tower, and o, < \ with (o, 5) & t(p), then
there is a HAD tower q < p such that

o (a,0) €t(q) and
e 1(q) is the disjoint union t(q) = t(p) Ut(q, {(a, p)}).

Proof. If a = 0, pick 3 such that (1,3) € dom(p). Let q13 be the
function with domain 1 that maps 0 to (0,/), and let ¢, = p, for
v € dom(p). If @ > 0, pick B < X such that (0,3) & t(p), let qas
be the function with domain 1 that maps 0 to (0, 3), and let ¢, = p,
for v € dom(p). Note that in both cases, since gq 3 # pa,p Whenever
(a, B') € dom(p), g is a complete tower, and it obviously has the two
properties listed in the statement of the lemma. The HAD property of
q trivially follows from the HAD property of p together with the second

of these properties. O

An easy to verify, yet crucial property of HAD towers is that they
can be extended so that the range of a single element covers the target
of the original tower.

Lemma 6. Ifp is a HAD tower, then there is a HAD tower ¢ < p and
an ordinal o* < A such that:

e t(q) = t(q, {(a*,0)}).

* i(p) = ran(ga~ ).

Proof. Pick a* < A such that dom(p) C o* x A. Let ¢(p) be enumerated
by (t. | € < ) for a cardinal 6 < A. Extend p to a complete tower
q < p by setting gn-o = (tc | € < 0), and letting g, = p, otherwise.
We need to check that ¢ is a HAD tower. Note that if v € ¢(q), then

t(q,{7}) N t(g;{(a",0)}) = t(g,{7}), which is finitely generated (by
{7}). If 7,71 € t(q) are both different to (a*,0), i.e., elements of ¢(p),
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then

t(g,{0}) Nt(g, {m}) = tp: {}) Ntlp,{m}),

which is finitely generated in the HAD tower p, and thus also in ¢. [

Lemma 7. Let p be a HAD tower, let n € w, and let v, ..., v, € t(p).
Then, (Ni<n t(p,{i}) is finitely generated (in p).

Proof. First note that for any e C t(p), t(p,e) = U766 t(p,{~v}). We
verify the lemma by induction on n. The case n = 0 is trivial. Suppose
inductively that the lemma is true for a particular value n > 0, and let

Y05 - -+ s Yny Va1 € t(p). Then,

ﬂ (p; {i}) (ﬂtp,{% )ﬂt(p,{%ﬂ})

=t(p,e) Nt(p, {ms1})

= (. i) Nt {1 )

yee
= U t(p, 67) = t(p, U 67)7
yEe yee

for appropriate finite e C t(p) and e, C t(p) for v € e, using the HAD
property and our inductive hypothesis. U

3. OUR FORCING NOTION

The forcing notion that we use will be the product Fy x P;, where
Py = add(k, \) and P, is the set of all HAD towers, ordered by extension
as in Definition 1. Let us agree that whenever I C Ord, we think of
conditions ¢ in add(k, I'), the standard forcing notion to add a Cohen
subset of k for every i € I, as sequences (g, | @ € J) with a domain
J that is a <k-size subset of I, and with sequents being functions
from some ordinal less than x to 2. These conditions are ordered by
componentwise reverse inclusion, as usual. For the sake of simplicity
of notation, conditions p = (pg,p) € P = Py x P; will also be written
as

P ={pas | (=0 A B€dompy) V (a>0 A (a,8) € dom(p).

We let domp = ({0} x dom py) Udom p, and we think of p as a function
with domain domp. We let t(p) = ({0} x dompy) U ¢(p), and also
t(p,e) = (eN ({0} x dompy)) Ut(p,e) whenever e C A x \. If a < A,
we also let p, = (pas | B <A A (,8) € dom(p)) and we let dom p, =

{6 (a, p) € domp}.
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Assume the GCH, and that there is a global wellorder (say for exam-
ple that we start in L).*> Py = add(k, \) is <s-closed and x*-cc. Since
HAD towers are closed under <A-unions, P; is <A-closed. Using the
GCH, P is also of size \, so forcing with P preserves all cardinals.®

For any 5 < A, let go s be the canonical Py = add(k, \)-name, which
we can also think of as a P-name, for the 8" Cohen subset of x added.
We now proceed to define further objects inductively. Given 0 < o < A,
assume that we have defined g5 3 whenever @ < a and 8 < k. We also
allow for the notation g ) rather than gs 3. For every § < k, let ga g
denote the canonical P-name for the function with domain dom p, g
mapping any given € € dompg, g to g, 5 Whenever p is a HAD tower
in the generic filter with (o, 8) € t(p). To be precise,

Ja,8 = {(p, (é7gpa,ﬁ(5)).) |pe P (ap)e t(p)} ¥

For every a < A, let A, = {dap | B < A}®, and for a < A, let
Ao, = Us<a As. Let A= A_,. If G is P-generic, a, § < A, and we are
in a context where G is the only P-generic that we currently make use
of, we let gop = ggﬁ, A, = AG etc. Let G be the canonical P-name
for the P-generic filter.

4. OUR SYMMETRIC SYSTEM

We next define a symmetric system S = (P, G, F) using the notion
of forcing P that we have already defined above.

Definition 8. Let G be the set of sequences m = (7, | @ < A) of
permutations of A\, with each sequent moving only less than A-many
ordinals, and with only less than A-many nontrivial sequents, which
form a group using componentwise composition. Given such 7, we let
mact on A X A, letting, for (o, 5) € A x A\, (o, B)) = (e, mo(5)). If
d < Ais a cardinal and f: § — A x A\, we let 7(f) be the function with
domain ¢ such that 7(f)(e) = w(f(e)) for every e < 6. We let m € G
act on a condition p € P as follows:

e dom7(p), = m,[dom p,| for every o < A.

31t is easy to see that the GCH could be replaced by somewhat weaker assump-
tions here; we will leave the details of figuring out what exactly is needed to the
interested reader.

4Tt would be enough for a meaningful result if it preserved all cardinals <.

5Given a finite tuple (z9,...,2n) of P-names, (Zg,...,4,)* denotes the canonical
P-name for the tuple consisting of the evaluations of the ;. Likewise, for a set X
of P-names, X*® denotes the canonical P-name for the set containing exactly the
evaluations of the elements of X. For any set I, (i; | i € I)® denotes the canonical
P-name for the I-sequence of evaluations of the ;.
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i W(p)o,no(ﬁ) = po,s Whenever 8 € dom py.
® T(P)a,ra(8) = T(Pa,3) Whenever o > 0 and 3 € dom p,.

Note that for every e C t(p), t(n(p), wle]) = w[t(p,e)]. This implies
that the HAD property is preserved from p to m(p), that is m(p) € P.

We use finite support to define our filter F on the set of subgroups
of G, that is, F is generated by the subgroups fix(e) = {m € G | 7 |
e =1id} < G for e C X x ) finite. Note that 7 fix(e)n™! = fix(7[e]),
so F is indeed a normal filter. The symmetry group of a P-name z is
sym(z) ={m € G | n(¢) = &}, and if fix(e) < sym(z), we also say that
e is a support of .

Note that for o, 8 < A, 7(§a,8) = Gr(a,8) = Gama(8)- In particular,
each o Is symmetric, with symmetry group fix({(a, 5)}). Moreover,

each A, is symmetric with symmetry group G, as is each A, and also
(Ao | @ < K)®.

We will later use the following standard fact, which says that we can
uniformly find names for definable objects. We include the short proof
for the convenience of our readers.

Fact 9. Let p(u,vg,...,v,) be a formula in the language of set theory.
Then, there is a definable class function F so that for any S-names
o, ..., Ty and p € P with

plks yoly, o, ..., En),
y = F(p,%o,...,2n) is an S-name with (., sym(z;) < sym(y) so that
plks o(U, To, ... Tn).
Proof. Let « be the least ordinal such that
plks 3y € HSS o(y, 2o, - - -, @)
Let F(p, o, ...,2,) = ¢ be the set of all pairs (¢, 2) € P xHS, so that
qIFVy(e(y, 2o, ..., 4n) = 2 €Y)}.

0

5. THE FAILURE OF AC

We first verify a fairly general lemma.

Lemma 10 (Restriction Lemma). Let ¢ be a formula in the language
of set theory and let © be an S-name with support e € [\ x AJ<.
Whenever p lks (), already the restriction p | t(p,e) of p to t(p,e),
defined in the obvious way, forces p().
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Proof. Assume for a contradiction that there is ¢ < p [ t(p,e) which
forces —~¢(&). Pick a permutation 7 = (m, | v < A\) € G such that 7
fixes t(p,e) = t(q,e) pointwise, and which swaps t(q) \ t(q,e) with a
set that is disjoint from ¢(g). Such 7 can easily be found. We will thus
reach a contradiction if we can show that p || 7(q). We will verify the
stronger statement that ¢ || 7(q).

Claim 11. ¢ || 7(q).

Proof. Let r be the componentwise union r = ¢ U 7(q), which makes
sense as any v € t(q) Ut(m(q)) is contained in exactly one of (g, e),
t(q) \ t(q,e) or t(m(q)) \ t(q,e) by our choice of 7. In the first case,
¢y = 7(q)~, while in the remaining two cases, 7y is contained in either
t(q) or t(m(q)), but not both simultaneously. We are left to show that r
has the HAD property and is thus a condition in P. The only nontrivial
case is when vy € t(q) \ (¢, e) and v, € t(n(q)) \ t(q,e). But then, the
following hold:

o t(r, {7}) = t(q, {10}).
o 37 €t(q) \ t(q.€) 11 = =(
o t(r,{m}) =t(r(q),{r(v)}

e By our choice of m,

t(g, {n}) N7lt(g, {+'})] € tlg ),
since already t(q) Nt(w(q)) = t(q) N7[t(q)] C t(q,e).

We will be essentially done once we show the following:

Claim 12. #(q, {70}) N7[t(g, {¥'}] = tg, {n0}) Nt(g, {7'}) N (g €).

Proof. If 74 is an element of the left hand side expression of the above
equation, it follows that 4 € t(q,e) by the final of the above items.
It thus follows that m(%) = 7, which means that 5 € t(q, {7'}), and
thus it is an element of the right hand side expression. In the other
direction, if 4 is an element of the right hand side expression, we again
obtain that 7(5) = 4 and then that 7 is an element of the left hand
side expression. O

7).
=

m[t(g, {7}

Now, since ¢ is HAD, using Lemma 7, we find a finite ¢ C t(¢q) such
that

t(r, {n0}) Nt(r, {m}) = t(g, {1}) Ntlg, {¥'}) Ntlg, e) = t(q, c).

This finishes the argument to show that r is a HAD tower.
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Theorem 13. Let G be P-generic. There is no choice function for the
sequence (A, | a < A) in V[G|s. This implies that DCy, and hence in
particular AC fails in V[G|s.

Proof. Assume for a contradiction that F is an S-name which is forced
by some condition p € P to actually be such an choice function. Let
e C A x A be finite such that fix(e) < sym(F). Pick o < \ such that
o > maxdom(e). Pick ¢ < pand 8 < X such that ¢lF F(&) = Gap and,
using Lemma 5, (o, 5) € t(q). Pick a permutation 7 = (7, |y < A\) € G
such that 7 fixes t(q,e) pointwise, and which swaps t(q) \ t(q,e) with
a set that is disjoint from ¢(q). Such 7 can easily be found, and since
(o, B) € t(g,e), m(a, B) = (, ') for some B’ # 5. Then, IF7(gas) =
Jop 7 Gap, and also 7(q) IF F(&) = o But this is a contradiction
since ¢ || m(¢g) by Claim 11 — note that we are in exactly the same
situation as in that claim. U

6. MINIMAL SUPPORTS

In this section, we want to introduce a concept of minimal supports
for S-names, and show that every S-name has such a minimal support.

Definition 14. Let p € P. We say that a finite subset a C t(p) is
irreducible (in p) if t(p,b) € t(p, a) whenever b C a.

Lemma 15. If  and y are S-names with finite supports a,b C XA X A
respectively, and p € P is such that plk& = y and a Ub C t(p),
then there is an irreducible ¢ C t(p,a) Nt(p,b), and an S-name Z with
fix(c) < sym(Z), such that pl- 2 = i.

Proof. Consider

g ={(s,7) - 3(r,7) €9 s <rp}.
Clearly, p IF ¢ = ¢/. Using the HAD property (together with the
assumption that a and b are both finite), let ¢ C t(p,a) N t(p,b) be
finite such that t(p,c) = t(p,a) Nt(p,b). By possibly shrinking ¢ by
one element finitely many times, we may additionally assume that c is
irreducible.
Now, simply consider
¢= | =)
€ fix(c)

We obviously have 2 € HS and fix(c) < sym(2). We claim that indeed
p Ik 2 = &. Toward this end, let G be an arbitrary P-generic containing
the condition p. We already know that ¢ = (§/)¢ = id(¢/)¢ C 2¢.
Thus, it suffices to show that for any 7 € fix(c), w(y/)¢ C .
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So let 7 € fix(c). If m(p) & G, clearly 7(/)“ = (), as every condition
./

appearing in a pair in (') is below 7(p). So assume that 7(p) € G.
Let

d={yeAxA[n(y) # 7} Utp),
which is of size less than . Pick 0 = (0, | @ < A) € fix(¢(p, a)) so that
o swaps the elements of b\ t(p, a) with pairs of ordinals in (A x ) \ d,
and such that o(p) € G. This is possible:

Claim 16. For any q < p there exists o € fix(t(p,a)) that swaps the
elements of b\ t(p, a) with pairs of ordinals in (A x )\ d, and for which
we have q || o(p). Thus, by the genericity of G, there exists a desired
o with o(p) € G.

Proof. Let ¢ < p, and let e = dUt(q). Pick 0 = (0, | @ < \) € G fixing
t(p, a) pointwise, and which swaps t(q)\¢(p, a) with a set that is disjoint
from e. Such o can easily be found. Remember that t(q,a) = t(p,a).
Arguing exactly as in Claim 11 (with ¢ in place of m, and with a in
place of e), we obtain the stronger conclusion that ¢ || o(q). Now,
this shows that for any ¢ < p there is a permutation ¢ which is as
desired, and we may thus pick r < g,o(p). This yields a dense set of
conditions r, so we may pick one such » € GG. For the corresponding
permutation o, it thus follows that o(p) € G, as desired. O

Then, note that o(p) IF & = o(y') = o(y). Note also that 7(c(p) U
p) € G, since, by the properties of o, it is weaker than w(p)Uc(p) € G.
Since fix(b) < sym(y), it follows that fix(c[b]) < sym(o(y)). Let’s
take a closer look at o[b]. It can be written as a disjoint union of
a:=o[b] Nt(p,a) and of b := a[b] \ t(p,a).

The set a is pointwise fixed by o, because t(p,a) is, so in fact, a =
bNt(p,a) Ct(p,a) Nt(p,b) C t(p,c). The set b is pointwise fixed by ,
as follows easily from the definition of o. That is, m € fix(c U b). We
also have

ob) =aUb Ct(pUa(p),cUb)

by the above. Thus, by Lemma 24, there is a name y* € HS with
fix(c U b) < sym(y*) and such that p U o(p)IFy* = o(y). This means
that 7 € sym(y*), and therefore, m(o(p) Up) Uplkn(z) = ¢* = a(y).
Overall, since also w(p)IF7(2) = 7(y'), it follows in particular that
7% =o()% =7(2)Y = 7(y)¢, as desired. O
Definition 17. Let p € P. We define a relation <, on the set of all
irreducible subsets of #(p), letting, for a,b irreducible in p, a <, b if
t(p,a) C t(p,b).
We define the strict relation <1 by setting a <1 b if a <bAa # b.
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We will usually omit the subscript p when the relevant tower is clear
from context. Note also that if ¢ < p are complete towers and a <, b,
then also a <, b, and also if @ <, b and b C ¢(p), then also a C #(p), and
a <,b.

Lemma 18. Let p be a complete tower. Then, < = <, is a well-
founded partial order.

Proof. Clearly, < is transitive and reflexive. In order to check antisym-
metry, suppose for a contradiction that t(p,a) = t(p,b) but a # b. Let
« be largest so that a, # b,, where a, := {8 | (o, 5) € a}, and simi-
larly for b. Say, without loss of generality, that 8 € a, \ by As (o, B) €

t(p,a) = t(p,b), there must be some & > « and < k with (@, 5) € b
and (a, B) € t(p, {(a, B)}). But then (&, 3) € a as well, as a was chosen
largest with a, # bg. We obtain that ¢(p,a) = t(p,a\ {(e, §)}), so a is
not irreducible, which is a contradiction.

To check well-foundedness, for an irreducible a C ¢(p), let

da) == Y w”ladl,
acdom a
using ordinal arithmetic. It suffices to note that a <1 b implies §(a) <
d(b). Towards this end, again, let a be largest so that a, # b,. We
claim that a, C b,. In particular then, a, must be a strict subset of
b, and we obtain that §(a) < d(b). So suppose otherwise, that there is
B € ay \ by. Just as before, we obtain that a is not irreducible, using
that ¢(p,a) C t(p,b), which is again a contradiction. O

Theorem 19 (Minimal Supports). If & is an S-name and p € P, then
there is ¢ < p, a unique (with respect to q) irreducible (in q) b C t(q),
and y € HS with support b for which qlFy = &, and whenever a <1b
and z is an S-name with support a, then ql- 2 # ©. We say that b is
the minimal support for & below ¢ in this case.

Proof. Use Lemma 15 repeatedly, in order to obtain successively stronger
conditions ¢; < p, S-names y; and successively smaller (according to
<) irreducible b;, such that for each i, ¢;IFy; = & and fix(b;) < sym(9;).
By Lemma 18, this construction has to break down after a final finite
stage i. Then clearly, ¢;, b; and 1; are as desired, where the uniqueness
of b; follows from the fact that < is a partial order, that is if some
irreducible b satisfies b < b; and b; < b, then already b = b;. O

Note that if b is the minimal support for an S-name & below a con-
dition ¢ € P and r < ¢, then b is also the minimal support for z below
r. Moreover, if 7 € G, then 7[b] is the minimal support for 7(%) below

m(q).
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7. THE ORDERING PRINCIPLE

We now want to show that the ordering principle holds in our sym-
metric extension. The arguments in this section will be very similar to
the corresponding arguments presented in [1].

Lemma 20. There is an S-name < for a linear order of A, such that

sym(<) =G.

Proof. In any model of ZF, we can consider the definable sequence
of sets (X, : a € Ord), obtained recursively by setting X, = "2,
Xor1 =X, and X, = U,3<a Xp for limit a. We can recursively define
linear orders <, on X,, by letting <, be the lexicographic ordering on
#2, <q+1 be the lexicographic ordering on X, obtained from <, and
for limit o, <, y iff, for § least such that z € Xpg, either y ¢ X, for
ally < B,ory € Xgand x <gy. Then <, is a definable linear order of
X,. Note that A is forced to be contained in X, and by Fact 9, there
is an S-name < as required. 0

Theorem 21. There is a class S-name F for an ingection of the sym-
metric extension by S into Ord x A< such that sym(F) =G. In par-
ticular, OP holds in our symmetric extension.

Proof. Fix a global well-order < of our ground model V', and let G be
P-generic over V. We first provide a definition of such an injection F'
in the full P-generic extension V[G]. Then, we will observe that all the
parameters in this definition have symmetric names, which will let us
directly build an S-name F for F.

For each a € [\ x A\|<¥ and each enumeration h = (y; : i < k)
of a, define Go = {3, | v € a}* and ), = (§,, : i < k)*. Define
I'={n(G) : 7 € G}*. While I is not an S-name in general, it is still a
symmetric P-name. Let I' = I'Y and <= <. Given z € V[G]s, F(x)
will be found as follows:

First, let (p, 2, a, h) be <-minimal with the following properties:

(1) in V, a is the minimal support for Z below p,
(2) in V, his an enumeration of a so that p forces that #;, enumerates
G, in the order of <,
(3) in V[G], there is H € T with p € H and 2 = z.
Such a tuple certainly exists by Theorem 19 and since G € I

Claim 22. For any H, K € I" with p € H, K, the following are equiv-
alent:

(a) (i ) ( w"
(b) 2"
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Proof. Let H,K € I', p € H,K. H is itself a P-generic filter, and
2 = 1C = I', as can be easily checked. Thus, there is m € G so that
K = 7(G)". Now, note that 7(G)” = 7~ '[H] and ()" = (£,)™ H =
m(tp)". Similarly, 25 = 7 ().

Suppose that (£,)" = (£,)X. Then, (£,)¥ = 7({,)". By the way that
permutations act on the names g, (see Section 4), and thus on th, the
only way this is possible is if 7(y) = « for every v € a. In other words,
7 € fix(a). Thus, 2 = 7(2)" = K.

Now, suppose that 27 = K = 7(2)#. Since p € K = 7 ![H], it
follows that m(p) € H. Thus, there is r < p,7(p) in H with rl-2 =
7(2). Since a is the minimal support for Z below p, and hence also below
r, also [a] is the minimal support for 7(2) below 7(p), hence also below
r. But by the uniqueness property in Theorem 19, this implies that
7[a] = a. This also means that G, = 7(G,). As p forces that f, is the
<-enumeration of Gy, 7(p) forces that w(f) is the 7(<)-enumeration
of m(G,). Since p € K and 7(p) € H, this implies that (£,)% = 7 (f,)"
is the enumeration of 7(G,)" = G according to 7(<)” = <, which is
exactly what (£,) is. O

By the claim, there is a unique t € A<¥ so that t = (f,)¥, for
some, or equivalently all, H € I' with p € H and 27 = 2. We let
F(x) = (&,t), where (p, 2,a, h) is the £ element of V according to <.
To see that this is an injection, assume that z and y both yield the
same(p,zah)andt Let H, K € T’ with p € H, K, and with 27 = a,

= y. By our deﬁmtlon t = (tn)® = (£,)¥, and according to the
clalm, xr = 3% = X =y, This finishes the definition of F.
The deﬁnition we have just given can be rephrased as

F(z) =y iff p(z,y,T', <),

where ¢ is a first order formula using the parameters I' and <, and the
only parameters that are not shown are parameters from V', such as
the class < or the class of tuples (p, 2,a,h) so that (1) and (2) hold.
Simply let

F={(p,(2,9)") : &,y € HSAplFp o(z,9,T, <)},

where the parameters from V' in ¢ are replaced by their check-names.
Then, FF C P x HS, and sym(F) = G, so F is a class S-name, as
desired.

It follows that OP holds in any symmetric extension by & since
by Lemma 20 and Fact 9, there is an S-name for a linear order of
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Ord ><A<“’, which can be pulled back to produce a class that is a linear
order of the sets of our symmetric extension using F'. 4

8. HIGHER DEPENDENT CHOICE

Recall the symmetric P-name I’ = {7(G) : 7 € G}* from the previous
proof. We need the following fairly general result:

Lemma 23. Let & be a P-name and e € [\ X A\|<¥ so that fix(e) <
sym(x). Whenever G is P-generic, v = &% and T’ = I¢, then x is
definable in V|G| from elements of V, from I' and from (g, | v € e),
as the only parameters.

Proof. In V[G], define y to consist exactly of those z so that z € &#
for some H € I' with gf = gf for all v € e. We claim that = = y.
Clearly, x C y as G € I". Now suppose that H € I is arbitrary, so
that g& = gIf for all v € e. Then, H = 7(G)%, for some m € G. We
obtain that ¢ = ¢/ = 7(g,) = g'fm, for each v € e. But this is only
H )¢ = &% and we are done. [J

possible if 7 € fix(e). So also & = (&

A key idea of our forcing construction is captured by the following
lemma.

Lemma 24. Let p € P and y € HS have finite support ey C t(p,eq),
for some ey € [t(p)|=¥. Then, there is y* € HS with support e; such
that p IF y = y*.

Proof. Using Lemma 23, whenever G is P-generic, y = y¢ and I = e,
then y is definable (by a fixed formula that does not depend on the
particular choice of generic G) in V[G] from elements of V, from I'
and from (g, | v € ep) as the only parameters. Note that if p €
G, since ey C t(p,e1), each g, for v € eg is definable in V[G] from
some g, with 4" € e;. More specifically, there is a finite sequence
No, - ..,ny of ordinals (in V, that can be read off from p) such that
plF gy (no)(n1) ... (ng) = gy. So we can find a formula ¢ such that

plby ={w | o(w,l, (gy |7 € &), 0)}
for some v € V. For some large enough &, define
gt ={(r,) € Px HS¢ | rlFo(i, T, (g | ¥ € e1)®, ).
We obtain that fix(e;) < sym(y*) and plFy = ¢*, as desired. O

Theorem 25. Let G be P-generic. If X\ = k, then V[G|s is closed
under <r-sequences in V[G]. In particular thus, since DC_, holds in

VIG] & ZFC, it follows that DC., holds in V[G]s.
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Proof. Let Z be a d-sequence of elements (x, | € < J) of V[G|s in V[G],
for some cardinal 0 < k. Let x = {z. | € < §} denote the range of
Z, and let & and # be P-names for z and 7 respectively. For some
p € G and some large enough ordinal &, p I- 2 C HS;. By further
strengthening p, using that P is <x-closed, we can find a sequence of
S-names (&, | € < §) so that p IF Z is a function with domain ¢ and
Ve < § Z(e) = i.. For each e < 4, there is e, € [k X k]<“ so that
fix(e.) < sym(i.). Let @ < k be a large enough ordinal so that for
each € < ¢, there is such e, in [a x k]<“, and such that a > dom(p).
Let e = |J;_s €i, which is of size at most § < x. Using Lemma 5, the
<k-closure of P, and Lemma 6, let ¢ < p, a* > «, and let ¢ € G be a
HAD tower with the property that e C t(q) = t(q, {(«*,0)}).

Fix some ¢ < §. By Lemma 24, we find #. € HS with support
{(a*,0)} such that gqlF@. = @/. Let §¥ = (i’ | € < 6)*. Then,
fix({(*,0)}) < sym(y), and we obtain that # = 3¢ € V|[G]s, as
desired. O

Theorem 26. Let G be P-generic. If X > k™, then DC.y holds in
VIG]s.

Proof. Suppose that T is an S-name for a <d-closed (in the symmetric
extension) tree without terminal nodes, where, without loss of gener-
ality, K < & < X is regular. Let p® = (p§,p") € P be arbitrary. By
possibly strengthening p°, we may assume that the support of T is
contained in #(p°). We want to find a condition ¢ < p° forcing that T
contains an increasing sequence of length ¢ in order to verify the theo-
rem. Fix a name F as obtained from Theorem 21. We will recursively
define a decreasing sequence (p® : & < §) in P, with each p® of the
form p® = (pf,p%), and a C-increasing sequence (X : & < d), where
Xe C Ord and |X¢| < A, for each & < 0. Initially, we are already given
P and we let Xy = (). At limit steps £ < §, we let X¢ = (. Xe and
we pick pf to be a lower bound for (pf : & < &). At successor steps,
given p = p* and X = Xe, we proceed as follows.

First, by extending p, using Lemma 6, we can assume that there
is v € t(p) such that t(p) = t(p,{v}). Fix, for now, a P-generic
G with p € G, and let T := 7% F := F% and go5 = 98 g, for
every (a,3) € A x A\. Note that the least ZF-model extending V' and
containing g, as an element is

V(gy) = V(g0 : (0,8) € t(p))],

which is an add(k, t(p) N ({0} x A))-generic extension, and thus a model
of ZFC. Moreover define A4, := {g, : v € t(p)} € V(g,) and note
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that A, has size < . In particular, V(g,) = [(X x A5)<] < A
Whenever ((n;,a;) = i < &) € (X x As*)<° N V(g,), the sequence
(F~Y(ni,a;) + i < &) may or may not be a chain in T. In case it is,
since T' is closed under increasing sequences of length less than §, there
is some (n,¢) € Ord x (XA x \)<¥, so that F~1(n, g.) is an upper bound,
where ¢, is defined as (g., : ¢ < |e|]) when e = (e; | i < |e|). All
in all, in V]G], there is Y C Ord and E C X\ x A, both of size <A,
such that we can find pairs (7, e) witnessing any of the above described
instances within Y x E<¢. Using the A-cc of Py (this uses that kT < \)
and the <A-closure of P, back in V', we can find ¢ < p of the form
q = (p),q) and sets Y and E such that ¢ forces that Y, E are as just
described. Finishing our recursive definitions, let X¢11 = X UY and
p~tt < ¢ such that £ C t(p*T!). Let p be the greatest lower bound of
(pt: €< d), and let X = U¢<s Xe. Using Lemma 6, let ¢ < p be such
that ¢(q) = t(q,{v}) = t(p) U {v} for some v € XA x \.

Now suppose that ¢ € G, for a P-generic G. We let T, F' and g,,
for e € (A x A\)<¥, be the evaluations by G of the corresponding names
just as before. Let

T = {((10, €0) (11, €1)) € (X xt(p)<“)* : F~' (N0, gey) <v F (11, 91},

where <7 is the order of T. Note, by Lemma 10, that T € V(g,),
for all names used in its definition have supports that are contained in

t(p).
Claim 27. T is <d-closed in V(g,).

Proof. Let ((n;,¢;) : i < &) € V(g,) be a decreasing sequence in T, for
some ¢’ < 6. Remember that V(g,) = V[{gos : (0,8) € t(p))], which is
an add(k,t(p) N ({0} x A))-generic extension of V. Since add(k,t(p) N
({0} x \)) has the k*-cc and k < §, there is J C ¢(p) N ({0} x \) of size
< ¢ so that ((n;,e;) 11 <) € V[(gop : 5 € J)]. By the regularity of
d, there is £ < ¢ such that 7; € X¢ and e; C t(pe) for each i < ¢’, and
such that 0 x J C t(pe) = t(pe, {7'}) for some (unique) 7' € t(pe). In
particular then, ((1;,¢e;) : ¢ < ') € V(g,), and we ensured in the next

step of our above recursive construction that there is an upper bound
in V(g,). O

Finally, constructing a branch ((;, e;) : i < &) through T in V(g,) |=
ZFC, we find that (F~'(n;,g.,) : @ < &) is a branch through 7T in
VIG]s. O
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