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Abstract. Given an uncountable cardinal κ with κ = κ<κ and 2κ

regular, we show that there is a forcing that preserves cofinalities less
than or equal to 2κ and forces the existence of a well-order of H(κ+) that
is definable over 〈H(κ+),∈〉 by a Σ1-formula with parameters. This shows
that, in contrast to the case “κ = ω ”, the existence of a locally definable
well-order of H(κ+) of low complexity is consistent with failures of the
GCH at κ. We also show that the forcing mentioned above introduces a
Bernstein subset of κκ that is definable over 〈H(κ+),∈〉 by a ∆1-formula
with parameters.

1. Introduction

A classical theorem of Mansfield (see [Man75] and [Kec78]) says that the

existence of a well-ordering of R that is a Σ1
2-subset of R×R is equivalent to

the statement that there is a real number x such that all reals are contained

in L[x]. Since a set of reals is a Σ1
2-subset of R if and only if it is definable

over the structure 〈H(ω1),∈〉 by a Σ1-formula with parameters (see [Jec03,

Lemma 25.25]), Mansfield’s theorem has the following corollary: if there is

a well-ordering of H(ω1) that is definable over the structure 〈H(ω1),∈〉 by a

Σ1-formula with parameters, then CH holds. Note that such well-orders of

H(ω1) exist in L[x] whenever x ∈ R.

It is natural to ask whether the above corollary generalizes to higher

cardinalities: if κ is an uncountable cardinal, does the existence of a well-

ordering of H(κ+) that is definable over the structure 〈H(κ+),∈〉 by a Σ1-

formula1 with parameters imply that the GCH holds at κ? In this paper, we

provide a negative answer to this question by proving the following result.

Theorem 1.1. Let κ be an uncountable cardinal such that κ = κ<κ and 2κ

is regular.2 Then there is a partial order P with the following properties.

(i) P is <κ-closed and forcing with P preserves cofinalities less than or

equal to 2κ and the value of 2κ.

2010 Mathematics Subject Classification. 03E35, 03E47.
Key words and phrases. Definable well-orders, failures of the GCH, forcing.
1Note that every Σn-definable well-order ≺ is automatically ∆n-definable, because

x ≺ y holds if and only if x 6= y and y 6≺ x.
2Note that every uncountable cardinal κ with κ = κ<κ is regular.
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(ii) If G is P-generic over the ground model V, then there is a well-

ordering of H(κ+)V[G] that is definable over 〈H(κ+)V[G],∈〉 by a Σ1-

formula with parameters.

In order to motivate our construction of a forcing with the above prop-

erties, we give a brief history on results that allow us to obtain definable

well-orders of H(κ+) of low complexity by forcing when κ is an uncountable

cardinal with κ = κ<κ. The following theorem is due to the second author.

Note that we use κκ to denote the set of all functions from κ to κ and κ2

to denote the set of all such functions whose range is a subset of {0, 1}.

Theorem 1.2 ([Lüc12, Theorem 1.5]). If κ is an uncountable cardinal with

κ = κ<κ and A is a subset of κκ, then there is a <κ-closed partial order

P(A) such that P(A) ⊆ H(κ+), P(A) satisfies the κ+-chain condition and the

subset A is definable over 〈H(κ+)V[G],∈〉 by a Σ1-formula with parameters

whenever G is P(A)-generic over V.

This result can then be used to prove the following statement.

Theorem 1.3 ([Lüc12, Theorem 1.9]). If κ is an uncountable cardinal with

κ = κ<κ, then there is a <κ-closed partial order P such that P satisfies the

κ+-chain condition and there is a well-ordering of H(κ+)V[G] definable over

〈H(κ+)V[G],∈〉 by a Σ2-formula with parameters whenever G is P-generic

over V.

The basic idea of the proof of the latter theorem is to choose (in the

ground model) an arbitrary well-order ≺ of H(κ+), code it into a subset of
κκ and force to make this subset definable using Theorem 1.2.3 Since this

forcing satisfies the κ+-chain condition and is contained in H(κ+)V, every

element of H(κ+)V[G] is represented by a name in H(κ+)V. Moreover, it can

be shown that P, the generic filter G and its complement relative to P are

all definable over 〈H(κ+)V[G],∈〉 by a Σ1-formula with parameters. In this

situation, we obtain a Σ2-definable well-order of H(κ+)V[G] by setting x ≺∗ y
if and only if some name ẋ that is evaluated to x by the generic filter is

≺-less than any name ẏ that is evaluated to y.

Now, if the GCH holds at κ, then every initial segment of ≺ is an element

of H(κ+) and we can instead code the set of all these initial segments. This

allows us to spare one quantifier and obtain the following result, which has

independently been obtained by Sy Friedman and the first author in [FH11]

using different techniques.

3Note that the forcing P(A) introduces new subsets of κ. Hence the relation ≺ does
not well-order H(κ+)V[G].
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Theorem 1.4. If κ is an uncountable cardinal satisfying κ = κ<κ and

2κ = κ+, then there is a <κ-closed partial order P such that P satisfies the

κ+-chain condition and there is a well-ordering of H(κ+)V[G] definable over

〈H(κ+)V[G],∈〉 by a Σ1-formula with parameters whenever G is P-generic

over V.

The forcing used in [FH11] to prove the above theorem is an iteration

of length κ+ that satisfies the κ+-chain condition and adds new subsets of

κ at cofinally many stages of the iteration. These properties can be used to

show that Mansfield’s theorem itself does not generalize to higher cardinal-

ities, in the sense that the existence of a locally Σ1-definable well-ordering

of H(κ+) does not imply that all subsets of κ are contained in L[x] for some

x ⊆ κ: Assume this were the case for some x ⊆ κ in the model obtained by

forcing with the partial order P constructed in [FH11] in the proof of the

above theorem. Then x is added by some initial segment of that iteration

(by the κ+-chain condition) and there is a subset y ⊆ κ which is added at

a later stage and hence cannot be an element of L[x]. However the ques-

tion remained open whether the existence of such a well-ordering of H(κ+)

implies that the GCH holds at κ (see [Lüc12, Question 10.4]).

If the GCH does not hold at κ, the above approaches can no longer be

used and a totally different strategy is needed to force the existence of a

Σ1-definable well-order of H(κ+) while preserving failures of the GCH at κ.

We will recursively define a forcing P that preserves all cofinalities less than

or equal to 2κ while simultaneously performing the following two tasks.

• Generically add a sequence ~A = 〈Aδ | δ < 2κ〉 of subsets of κ in the

P-generic extension V[G] such that every element of H(κ+)V[G] is

coded (in a sense made precise later on) by exactly one Aδ.

• Generically code ~A to ensure that it is definable over 〈H(κ+)V[G],∈〉
by a Σ1-formula with parameters.

In this situation, we can well-order H(κ+)V[G] in the desired way by identi-

fying each element of H(κ+)V[G] with the unique Aδ coding it. The generic

coding used in this construction will be a variation of the almost disjoint

coding forcing (see [JS70] for the original) introduced in [AHL, Section 2].

The recursive definition of our forcing heavily uses ideas from [AF12].

The coding techniques developed in the proof of Theorem 1.1 are in

fact quite a general way of generically adding subsets of H(κ+) with cer-

tain properties while simultaneously making them Σ1-definable (or even

∆1-definable) over 〈H(κ+),∈〉. An example of another application of these
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techniques can be found in [LS, Remark 5.2]. In the following, we discuss

yet another example: Equip the set κκ with the topology whose basic open

subsets are of the form Ns = {x ∈ κκ | s ⊆ x} for some function s : α −→ κ

with α < κ. A closed subset of κκ is perfect if it is homeomorphic to κ2

equipped with the subspace topology. Finally, a subset X of κκ is a Bern-

stein subset of κκ if neither X nor its complement contain a perfect subset

of κκ.

With a slight modification of the construction presented in Section 2,

one could obtain a <κ-closed forcing that preserves cofinalities less than or

equal to 2κ and the value of 2κ and introduces a Bernstein subset of κκ that

is ∆1-definable over 〈H(κ+),∈〉. Instead of presenting this construction, we

will show that such a subset can already be found in any generic extension

obtained by forcing with the partial order P that witnesses Theorem 1.1.4

Corollary 1.5. Forcing with the partial order P that witnesses Theorem

1.1 introduces a Bernstein subset of κκ that is ∆1-definable with parameters

over 〈H(κ+),∈〉.

Note that this result again contrasts the case when “κ = ω ”, because

[BL99, Theorem 7.1] shows that the existence of a Bernstein subset of ωω

that is ∆1-definable with parameters over 〈H(ω1),∈〉 is equivalent to the

existence of an x ∈ R with R ⊆ L[x].

2. The Forcing

For the remainder of this paper, we fix an uncountable cardinal κ with

κ = κ<κ and λ = 2κ regular. We use <κ2 to denote the set of all functions

s : α −→ 2 with α < κ. Moreover, we let ≺·, ·� : On×On −→ On denote

the Gödel pairing function.

We say that a subset A of κ codes an element z of H(κ+) if there is a

bijection b : κ −→ tc({z}) such that

A = {≺0,≺α, β�� | α, β < κ, b(α) ∈ b(β)} ∪ {≺1, α� | α < κ, b(α) ∈ z}.

Note that z and b are uniquely determined by A.

Given x, y ∈ κκ, we define x⊕ y ∈ κκ by setting

(x⊕ y) (α) :=

 x(β), if α = ≺0, β�,
y(β), if α = ≺1, β�,
0, otherwise.

4Note that, in general, one can construct a locally ∆2-definable Bernstein subset of
κκ from a locally ∆1-definable well-order of H(κ+). The existence of a Bernstein set of
lower complexity follows from specific properties of our definable well-order.
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for all α < κ. In addition, if α, β < κ, then we define c(α, β) ∈ κ2 by setting

c(α, β) (γ) :=

{
1, if γ ∈ {≺0, α�,≺1, β�},
0, otherwise.

for all γ < κ.

Fix a sequence ~w = 〈wγ | γ < λ〉 consisting of pairwise distinct elements

of κ2. We inductively construct a sequence ~P~w = 〈Pγ | γ ≤ λ〉 of partial

orders with the property that Pδ is a complete subforcing of Pγ whenever

δ ≤ γ ≤ λ. Fix γ ≤ λ and assume that we constructed Pδ with the above

property for every δ < γ.

Definition 2.1. We call a tuple

p = 〈sp, tp,~cp, ~Ap〉

a Pγ-candidate if the following statements hold for some ordinals βp < κ

and γp < min{γ + 1, λ}.
(i) sp : βp + 1 −→ <κ2.

(ii) tp : βp + 1 −→ 2.

(iii) ~cp = 〈cp,x | x ∈ ap〉 is a sequence that satisfies the following prop-

erties.

(a) ap is a subset of {wδ ⊕ c(α, i) | δ < γp, α < κ, i < 2} of cardi-

nality less than κ.

(b) If x ∈ ap, then cp,x is a closed subset of βp + 1 and the impli-

cation

sp(α) ⊆ x −→ tp(α) = 1

holds for every α ∈ cp,x.
(iv) ~Ap = 〈Ȧp,δ | δ < γp〉 is a sequence that satisfies the following state-

ments.

(a) If δ < γp, then Ȧp,δ is a Pδ-nice name for a subset of κ (and,

by our assumptions, also a Pδ̃-nice name for a subset of κ for

every δ ≤ δ̃ < γ).

(b) If γ̄ < γp and G is Pγ̄-generic over the ground model V, then

either |λ|V[G] = |γ̄|V[G] holds5 or in V[G], there is a sequence

〈yδ | δ ≤ γ̄〉 of pairwise distinct elements of H(κ+) such that

ȦGp,δ codes yδ for every δ less than or equal to γ̄.

Given a Pγ-candidate p and δ ≤ γ, we define p � δ to be the tuple

〈sp, tp, 〈cp,x | x ∈ ap � δ〉, ~Ap � min{γp, δ}〉,

where ap � δ = ap ∩ {wδ̄ ⊕ c(α, i) | δ̄ < δ, α < κ, i < 2}.
5We will show later that this case never occurs (see Corollary 2.11).
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Definition 2.2. A Pγ-candidate p is a condition in Pγ if the following

statement holds for all δ < γp, α < κ and i < 2 with wδ ⊕ c(α, i) ∈ ap.

(v) If p � δ is a condition in Pδ, then

p � δ 
Pδ “ i = 1 ←→ α̌ ∈ Ȧp,δ ”.6

Given conditions p and q in Pγ, we define p ≤Pγ q to hold if sq = sp � (βq+1),

tq = tp � (βq + 1), aq ⊆ ap, ~Aq = ~Ap � γq and cq,x = cp,x � (βq + 1) for every

x ∈ aq.

Proposition 2.3. If p is a condition in Pγ and δ < γ, then p � δ is a

condition in Pδ. In particular, every condition p in Pγ is also a condition in

Pγp.

Proof. Let δ < γ and assume that p � δ̄ is a condition in Pδ̄ for every δ̄ < δ.

Then it is easy to see that p � δ is a Pδ-candidate. Fix δ̄ < δ, α < κ and

i < 2 with wδ̄ ⊕ c(α, i) ∈ ap�δ. Then (p � δ) � δ̄ = p � δ̄ is a condition in Pδ̄
and ap�δ = ap � δ ⊆ ap. Since p is a condition in Pγ, this implies δ̄ < γp and

(p � δ) � δ̄ 
Pδ “ i = 1 ←→ α̌ ∈ Ȧp,δ̄ ”.

We can conclude that p � δ is a condition in Pδ. �

The following statement is a direct consequence of the above definition.

Proposition 2.4. If p is a condition in Pγ and ~A is a sequence of length

smaller than min{γ + 1, λ} such that ~Ap ⊆ ~A and ~A satisfies the state-

ments listed in Clause (iv) of Definition 2.1, then the tuple 〈sp, tp,~cp, ~A〉 is

a condition in Pγ that is stronger than p. �

Proposition 2.5. If γ̄ < min{γ + 1, λ}, then the set of all conditions p in

Pγ with γp ≥ γ̄ is dense in Pγ.

Proof. Fix a condition p in Pγ with γp < γ̄. Since γ̄ < λ = 2κ, we can

recursively construct a sequence ~A of length γ̄ that satisfies the statements

listed in Clause (iv) of Definition 2.1. By Proposition 2.4, the resulting tuple

〈sp, tp,~cp, ~A〉 is a condition in Pγ that is stronger than p. �

Lemma 2.6. If δ < γ, then Pδ is a complete subforcing of Pγ.

6The idea behind this construction is that the set ap collects information about the

interpretations of names in ~Ap that is already decided by the condition p. This will
allow us to use the almost disjoint coding part of the forcing (see clause (iii), (b)) to

add a subset of κ that in the end codes
⋃
p∈G ap and thus also

⋃
p∈G

~Ap whenever G is

Pλ-generic.
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Proof. Every condition in Pδ is a condition in Pγ, ≤Pδ = ≤Pγ� (Pδ × Pδ)
and, if q is a condition in Pδ and p is a condition in Pγ with p ≤Pγ q,

then Proposition 2.3 shows that p � δ is a condition in Pδ and it is easy to

check that p � δ ≤Pδ q holds. Hence it suffices to show that every maximal

antichain in Pδ is maximal in Pγ.
Fix a maximal antichain A of Pδ and a condition p0 in Pγ. By Proposition

2.5, there is a condition p with p ≤Pγ p0 and γp ≥ δ. Proposition 2.3 implies

that p � δ is a condition in Pδ. Hence we find a condition q in Pδ and r ∈ A
with q ≤Pδ p � δ, r. Then γq = δ. Define p∗ to be the tuple

〈sq, tq, 〈cp,x | x ∈ ap \ aq〉 ∪ 〈cq,x | x ∈ aq〉, ~Ap〉.

Then p∗ is a Pγ-candidate with γp∗ = γp. Fix δ̄ < γp, α < κ and i < 2 such

that p∗ � δ̄ is a condition in Pδ̄ and x = wδ̄ ⊕ c(α, i) ∈ ap ∪ aq. If x ∈ aq,
then δ̄ < δ ≤ γp∗ and ~Aq = ~Ap � δ implies that p∗ � δ̄ ≤Pδ̄ q � δ̄. Hence

p∗ � δ̄ 
Pδ̄ “ i = 1←→ α̌ ∈ Ȧp,δ̄ ”

holds in this case. Now assume that x ∈ ap \ aq. Since q ≤Pδ p � δ, we have

p∗ � δ̄ ≤Pδ̄ p � δ̄ and this implies that the above forcing statement also holds

in this case. Therefore p∗ is a condition in Pγ and our construction ensures

that p∗ ≤Pγ p, q holds. Hence A is a maximal antichain in Pγ. �

This completes the construction of the sequence ~P~w of partial orders.

In the remainder of this section, we prove some basic properties of these

forcings.

Proposition 2.7. Let γ ≤ λ, λ̄ < λ and 〈pα | α < λ̄〉 be a sequence of

conditions in Pγ such that ~Apα ⊆ ~Apβ holds for all α < β < λ̄. Then ~A =⋃
{ ~Apα | α < λ̄} satisfies the statements listed in Clause (iv) of Definition

2.1. �

Lemma 2.8. If γ ≤ λ, then Pγ is <κ-closed.

Proof. Let κ̄ ∈ Lim ∩ κ and 〈pα | α < κ̄〉 be a descending sequence of

conditions in Pγ. Define ~A =
⋃
{ ~Apα | α < κ̄}, a =

⋃
{apα | α < κ̄} and

cx =
⋃
{cpα,x | x ∈ apα} for each x ∈ a. By Proposition 2.7, ~A satisfies the

statements listed in Clause (iv) of Definition 2.1.

First assume that there is ᾱ < κ̄ such that βpα = βpᾱ for all ᾱ ≤ α < κ̄.

Then the tuple p∗ = 〈spᾱ , tpᾱ , 〈cx | x ∈ a〉, ~A〉 is a Pγ-candidate. To show that

p∗ is a condition in Pγ, fix δ < γ, β < κ and i < 2 with x = wδ⊕ c(β, i) ∈ a.

Then there is ᾱ ≤ α < κ̄ with x ∈ apα and hence δ < γpα ≤ γp∗ . If p∗ � δ

is a condition in Pδ, then it is stronger than pα � δ and hence it forces the
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desired statement of (v) in Definition 2.2. This shows that p∗ is a condition

in Pγ and our construction ensures that p∗ ≤Pγ pα holds for every α < κ̄.

Now assume that for every ᾱ < κ̄ there is ᾱ < α < κ̄ with βpᾱ < βpα .

Define

• β = supα<κ̄ βpα .

• s = {〈β, ∅〉} ∪
⋃
{spα | α < κ̄}.

• t = {〈β, 1〉} ∪
⋃
{tpα | α < κ̄}.

• p∗ = 〈s, t, 〈cx ∪ {β} | x ∈ a〉, ~A〉.

This construction ensures that p∗ is a Pγ-candidate and the same argument

as above shows that p∗ is actually a condition in Pγ with p∗ ≤Pγ pα for all

α < κ̄. �

Proposition 2.9. If γ < λ and p is a condition in Pγ with γ = γp, then Pγ
satisfies the κ+-chain condition below p.

Proof. Let A be a set of conditions below p in Pγ of cardinality κ+. Then
~Ap = ~Aq holds for all q ∈ A. By our assumptions and the ∆-system Lemma,

there are q0, q1 ∈ A such that q0 6= q1, sq0 = sq1 , tq0 = tq1 and cq0,x = cq1,x

for all x ∈ aq0 ∩ aq1 . Then the tuple

r = 〈sq0 , tq0 , 〈cq0,x | x ∈ aq0〉 ∪ 〈cq1,x | x ∈ aq1〉, ~Ap〉

is a Pγ-candidate. If δ < γ is such that r � δ is a condition in Pδ, then

r � δ ≤Pδ qi � δ for i < 2. This shows that r is a condition in Pγ witnessing

that the conditions q0 and q1 are compatible in Pγ. �

Lemma 2.10. If q is a condition in Pλ and D is a collection of less than

λ-many dense open subsets of Pλ, then there is a condition p in Pλ such

that p ≤Pλ q and the set D ∩ Pγp is dense below p in Pγp for every D ∈ D.

Proof. We start by proving the following claim. An iterated application of

this claim will yield the statement of the lemma.

Claim. Let q0 be a condition in Pλ and D be a dense open subset of Pλ.

Then there is a condition q∗0 in Pλ such that q∗0 = 〈sq0 , tq0 ,~cq0 , ~Aq∗0 〉 ≤Pλ q0

and D ∩ Pγq∗0 is dense below q∗0 in Pγq∗0 .

Proof of the Claim. We inductively construct a sequence 〈qα | 0 < α < θ〉
of incompatible conditions below q0 in Pλ with 0 < θ ≤ κ+ and ~Aqᾱ ⊆ ~Aqα
for all ᾱ < α < θ: Assume that the sequence 〈qᾱ | 0 < ᾱ < α〉 is already

constructed. If there is a pα ∈ D such that pα ≤Pλ 〈sq0 , tq0 ,~cq0 ,
⋃
ᾱ<α

~Apᾱ〉
and the conditions pα and qᾱ are incompatible in Pλ for all 0 < ᾱ < α, then
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we set qα = pα and we continue our construction. Otherwise, we stop our

construction and set θ = α.

Define ~A =
⋃
α<θ

~Aqα and q∗α = 〈sqα , tqα ,~cqα , ~A〉 for all α < θ. Given

α < θ, Proposition 2.7 shows that q∗α is a condition in Pγq∗0 below q∗0 and qα.

In particular, the set A = {q∗α | 0 < α < θ} is an antichain in Pγq∗0 below

q∗0. By Proposition 2.9, Pγq∗0 satisfies the κ+-chain condition below q∗0 and

therefore θ < κ+. This means that the above construction has stopped at

stage θ < κ+, because no suitable condition pθ could be found. This implies

that A is a maximal antichain in Pγq∗0 below q∗0.

Pick a condition p in Pγq∗0 below q∗0. Then there is 0 < α < θ and a

condition r in Pγq∗0 with r ≤Pγq∗0
p, q∗α. Since q∗α is an element of D, we get

r ∈ D. This shows that the condition q∗0 has the desired properties. �

Let 〈Dα | α < λ̄〉 be an enumeration of D such that λ̄ < λ is a limit ordi-

nal. By the above claim and Proposition 2.7, we can construct a decreasing

sequence 〈qα | α ≤ λ̄〉 of conditions in Pλ with the property that q = q0,

qα = 〈sq, tq,~cq, ~Aqα〉 for all α ≤ λ̄ and Dα ∩ Pγqα+1
is dense below qα+1 in

Pγqα+1
for all α < λ̄.

Pick a condition r in Pγqλ̄ below qλ̄ and α < λ̄. Then ~Ar = ~Aqλ̄ and

r � γqα+1 ≤ qλ̄ � γqα+1 = qα+1. So we can find r̄α ≤Pγqα+1
r � γqα+1 such that

r̄α ∈ Dα. Define ~c = 〈cx | x ∈ ar ∪ ar̄α〉 by letting cx = cr̄α,x if x ∈ ar̄α and

letting cx = cr,x otherwise. Then rα = 〈sr̄α , tr̄α ,~c, ~Ar〉 is a Pγqλ̄ -candidate

with r̄α = rα � γqα+1 . Moreover, if δ < γqλ̄ and rα � δ is a condition in

Pδ, then this condition is stronger than r � δ. We can conclude that rα is

actually a condition in Pγqλ̄ that is a common extension of r and r̄α contained

in Dα ∩ Pγqλ̄ . This shows that p = qλ̄ has the desired properties. �

Corollary 2.11. Forcing with Pλ preserves all cofinalities less than or equal

to λ.

Proof. By Lemma 2.8, forcing with Pλ preserves cofinalities less than or

equal to κ. Let γ ≤ λ be a limit ordinal with cof(γ) > κ and κ ≤ ν <

cof(γ) be a regular cardinal. Assume, towards a contradiction, that there

is a condition q in Pλ and a Pλ-name ċ with q 
Pλ “ ċ : ν̌ −→ γ̌ is cofinal”.

Given α < ν, define

Dα = {p ∈ Pλ | ∃β < γ p 
Pλ “ ċ(α̌) = β̌ ”}.

Let G be Pλ-generic over V. By Lemma 2.10, there is a p ∈ G with the

property that the set Dα ∩ Pγp is dense below p in Pγp for every α < ν. By

Proposition 2.9, Pγp satisfies the κ+-chain condition below p. Therefore we
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can define c : ν −→ γ in V by setting

c(α) = lub{β < γ | ∃r ∈ Pγp [r ≤Pγp p ∧ r 
Pλ “ ċ(α̌) = β̌ ”]}

for every α < ν. Pick α < ν. By Lemma 2.6, Ḡ = G∩Pγp is Pγp-generic over

V. Since p ∈ Ḡ, the above computations show that there is an r ∈ Dα ∩ Ḡ.

If β < γ witnesses that r is an element of Dα, then ċG(α) = β < c(α). This

shows that the range of c is unbounded in γ, a contradiction. �

Corollary 2.12. Let G be Pλ-generic over V, λ̄ < λ and A be a subset of

λ̄ in V[G]. Then there is a γ < λ such that A = ȦG∩Pγ for some Pγ-name

Ȧ for a subset of λ̄.

Proof. Let Ȧ0 be a Pλ-name for a subset of λ̄ with A = ȦG0 and, given

α < λ̄, let Dα be the dense open subset of Pλ consisting of all conditions in

Pλ that decide the statement “ α̌ ∈ Ȧ0 ”. By Lemma 2.10, there is a p ∈ G
such that the set Dα ∩ Pγp is dense below p for every α < λ̄. Define

Ȧ = {〈α̌, r〉 | α < λ̄, r ∈ Dα ∩ Pγp , r ≤Pλ p, r 
Pλ “ α̌ ∈ Ȧ0 ”}.

Then Ȧ is a Pγp-name for a subset of λ̄ and we can use Lemma 2.6 to

conclude that A = ȦG = ȦG∩Pγp . �

We use this corollary to show that forcing with Pλ can collapse cardinals.

Proposition 2.13. Forcing with Pλ collapses 2<λ to λ.

Proof. Let G be Pλ-generic over V. Given γ < λ, we define Aγ to be the

unique set that is equal to ȦGp,γ for all p ∈ G with γ < γp. A standard

density argument using Proposition 2.4 and Corollary 2.12 shows that for

every ordinal λ̄ < λ and every subset a of λ̄ there is a γ < λ such that

a is equal to the set {δ < λ̄ | 0 ∈ Aγ+δ}. This yields the statement of the

proposition. �

3. Proof of the Theorem

We are now ready to show how the forcing constructed in the last section

can be used to produce a locally Σ1-definable well-order of H(κ+).

Lemma 3.1. If G is Pλ-generic over V and y ∈ H(κ+)V[G], then there is a

unique ordinal δ < λ such that δ < γp and ȦGp,δ codes y for some condition

p ∈ G.

Proof. By Corollary 2.12, there is a γ < λ and a Pγ-name ẏ such that

y = ẏG∩Pγ . Fix a condition p in Pλ with γp ≥ γ. Let Ȧ be a Pγp-name

for a subset of κ such that the following statements hold whenever H is

Pγp-generic over V with p ∈ H and ẏH ∈ H(κ+)V[G].



LOCALLY Σ1-DEFINABLE WELL-ORDERS OF H(κ+) 11

• If there is no δ < γp such that ȦHp,δ codes ẏH , then ȦH codes ẏH .

• Otherwise, ȦH codes an element of H(κ+)V that is not coded by

some ȦHp,δ with δ < γp (note that Corollary 2.11 implies that such

an element always exists).

Define ~A = ~Ap ∪ {〈γp, Ȧ〉}. Then ~A satisfies the statements listed in

Clause (iv) of Definition 2.1 and 〈sp, tp,~cp, ~A〉 is a condition in Pλ below p.

The above computations show that there is a condition q in G and a δ < γq

such that γq > γ and Ȧ
G∩Pγq
q,δ = ȦGq,δ codes ẏG∩Pγq = ẏG.

Now, assume, towards a contradiction, that there are δ0 < δ1 < λ

and p0, p1 ∈ G such that both ȦGp0,δ0
and ȦGp1,δ1

code y. Pick p ∈ G with

p ≤Pλ p0, p1. Then Ḡ = G ∩ Pδ1 is Pδ1-generic over V and Corollary 2.11

implies |δ1|V[Ḡ] < |λ|V[Ḡ]. The above assumption now implies that the sub-

sets ȦḠp,δ0 = ȦGp0,δ0
and ȦḠp,δ1 = ȦGp1,δ1

code the same element of H(κ+)V[Ḡ],

contradicting Clause (iv) of Definition 2.1 for the condition p. �

Corollary 3.2. Forcing with Pλ preserves the value of 2κ. �

Lemma 3.3. If G is Pλ-generic over V, then the set

D(G) = {wδ ⊕ c(α, i) | i < 2, ∃p ∈ G [δ < γp ∧ (i = 1 ←→ α ∈ ȦGp,δ)]}.

is definable over the structure 〈H(κ+)V[G],∈〉 by a Σ1-formula with parame-

ters.

Proof. Let G be Pλ-generic over V. We prove a number of claims whose

combination will imply the statement of the lemma.

Claim. If x = wδ ⊕ c(α, i) ∈ D(G), then there is a p ∈ G with x ∈ ap.

Proof of the Claim. There is a q ∈ G witnessing that x is an element of

D(G) and q � δ 
Pδ “ i = 1←→ α̌ ∈ Ȧq,δ ”. We may assume that x /∈ aq.

Fix p0 ∈ Pλ with p0 ≤Pλ q and x /∈ ap0 . If we define

p = 〈sp0 , tp0 , {〈x, ∅〉} ∪ 〈cp0,y | y ∈ ap0〉, ~Ap0〉,

then the above assumptions imply that p is a condition in Pλ that is stronger

than p0. Hence the set of all conditions p in Pλ with x ∈ ap is dense below

q ∈ G. �

Claim. κ = sup{βp | p ∈ G} and κ = sup{sup(cp,x) | p ∈ G, x ∈ ap}
whenever x ∈ D(G).

Proof of the Claim. Fix a condition q in Pλ with x ∈ aq and fix βq < β < κ.

Define

• s = sq ∪ {〈α, ∅〉 | βq < α ≤ β}.
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• t = tq ∪ {〈α, 1〉 | βq < α ≤ β}.
• p = 〈s, t, 〈cq,x ∪ (βq, β] | x ∈ aq〉, ~Aq〉.

Then p is a condition in Pλ with p ≤Pλ q, βp = β and sup(cp,x) = β. �

We fix Pλ-names ṡ and ṫ in V such that ṡH =
⋃
{sp | p ∈ H} : κ −→ <κ2

and ṫH =
⋃
{tp | p ∈ H} : κ −→ 2 holds whenever H is Pλ-generic over V.

The following claim is a direct consequence of the definition of Pλ and the

above claim.

Claim. If x ∈ D(G), then Cx
G =

⋃
{cp,x | p ∈ G, x ∈ ap} is a club subset

of κ such that the implication

(1) ṡG(α) ⊆ x −→ ṫG(α) = 1

holds for all α ∈ Cx
G. �

Claim. Assume that x ∈ (κ2)V[G] such that the implication (1) holds for

every element α of some club subset C of κ. Then x is an element of D(G).

Proof of the Claim. Let ȧ be the canonical Pλ-name with the property that

ȧH =
⋃
{ap | p ∈ H} holds whenever H is Pλ-generic over V. Assume,

towards a contradiction, that x is not an element of ȧG. Then we can find

q ∈ G and Pλ-names Ċ and ẋ such that x = ẋG and

q 
Pλ “ ẋ ∈ κ̌2 \ ȧ ∧ Ċ ⊆ κ̌ club ∧ ∀α ∈ Ċ [ṡ(α) ⊆ ẋ −→ ṫ(α) = 1]”

Fix a condition p0 in Pλ that is stronger than q. By using the above

assumptions, we can recursively construct

• a descending sequence 〈pn | n < ω〉 of conditions in Pλ,
• strictly increasing sequences 〈αn | n < ω〉 and 〈βn | n < ω〉 of ordi-

nals less than κ, and

• a sequence 〈sn | n < ω〉 of elements of <κ2

that satisfy the following statements for all n < ω.

(i) βpn < αn ≤ βn < βpn+1 .

(ii) sn 6= y � αn for all y ∈ apn .

(iii) pn+1 
Pλ “ ẋ � α̌n = šn ∧ β̌n = min(Ċ \ α̌n)”.

Next, we define

• β = supn<ω αn = supn<ω βn.

• sω =
⋃
{sn | n < ω}.

• s = {〈β, sω〉} ∪
⋃
{spn | n < ω}.

• t = {〈β, 0〉} ∪
⋃
{tpn | n < ω}.

• a =
⋃
{apn | n < ω} and cy = {β} ∪

⋃
{cpn,y | n < ω, y ∈ apn}

for every element y of a.
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• ~A =
⋃
{ ~Apn | n < ω}.

Since sω * y for every y ∈ a, the tuple p = 〈s, t, 〈cy | y ∈ a〉, ~A〉 is a

condition in Pλ that is stronger than p0. Our construction ensures

p 
Pλ “ β̌ ∈ Ċ ∧ ṡ(β̌) = š ⊆ ẋ ∧ ṫ(β̌) = 0”,

a contradiction. Hence we can conclude that x ∈ ȧG.

The above computations show that there are p ∈ G, δ < γp, α < κ and

i < 2 with x = wδ⊕ c(α, i) ∈ ap. Since p � δ ∈ G∩Pδ, Definition 2.2 implies

that we have “ i = 1” if and only if α ∈ ȦG∩Pδp,δ = ȦGp,δ. Hence p witnesses

that x is an element of D(G). �

The above statements allow us to conclude that

D(G) = {x ∈ (κ2)V[G] | ∃C ⊆ κ club ∀α ∈ C [ṡG(α) ⊆ x −→ ṫG(α) = 1]}

and this equality yields a Σ1-definition of D(G) over 〈H(κ+)V[G],∈〉 using

the parameters ṡG and ṫG . �

Lemma 3.4. Let G be Pλ-generic over V and assume that the set

(2) ≺~w = {〈wδ̄, wδ〉 | δ̄ < δ < λ}

is definable over the structure 〈H(κ+)V[G],∈〉 by a Σ1-formula with param-

eters. Then there is a well-ordering of H(κ+)V[G] that is definable over the

structure 〈H(κ+)V[G],∈〉 by a Σ1-formula with parameters.

Proof. Define W = {wδ | δ < λ}. Then our assumptions imply that W

is also definable over the structure 〈H(κ+)V[G],∈〉 by a Σ1-formula with

parameters.

Claim. If p ∈ G and δ < γp, then

ȦGp,δ = {α < κ | wδ ⊕ c(α, 1) ∈ D(G)} = {α < κ | wδ ⊕ c(α, 0) /∈ D(G)}.

Proof of the Claim. By the definition of D(G), we have

α ∈ ȦGp,δ ⇐⇒ ∃q ∈ G [δ < γq ∧ α ∈ ȦGq,δ] ⇐⇒ wδ ⊕ c(α, 1) ∈ D(G)

and

α /∈ ȦGp,δ ⇐⇒ ∃q ∈ G [δ < γq ∧ α /∈ ȦGq,δ] ⇐⇒ wδ ⊕ c(α, 0) ∈ D(G).

These equivalences imply the statement of the claim. �

We define P to be the set of all pairs 〈z, w〉 such that z ∈ H(κ+)V[G],

w ∈ W and there is a subset A of κ coding z and satisfying

(3) [α ∈ A −→ w ⊕ c(α, 1) ∈ D(G)] ∧ [α /∈ A −→ w ⊕ c(α, 0) ∈ D(G)].
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Lemma 3.3 implies that P is definable over the structure 〈H(κ+)V[G],∈〉 by

a Σ1-formula with parameters.

Claim. Let z ∈ H(κ+)V[G] and let δz be the unique ordinal (given by Lemma

3.1) such that δz < γp and ȦGp,δz codes z for some p ∈ G. Then wδz is the

unique element of W with 〈z, wδz〉 ∈ P .

Proof of the Claim. By the above claim, the subset ȦGp,δz of κ witnesses that

the pair 〈z, wδz〉 is an element of P . Now assume, towards a contradiction,

that there is a δ < λ with δ 6= δz and 〈z, wδ〉 ∈ P . Let A ⊆ κ satisfy (3).

Then these implications together with the above claim show that A = ȦGq,δ
for some q ∈ G with γ̄ = max{δ, δz} < γq. If we set Ḡ = G ∩ Pγ̄, then

Corollary 2.11 implies |γ̄|V[Ḡ] < |λ|V[Ḡ] and the subsets ȦḠq,δ = ȦGq,δ and

ȦḠq,δz = ȦGq,δz code the same element of H(κ+)V[Ḡ]. This contradicts Clause

(iv) of Definition 2.1. �

Define ≺∗ to be the set of all pairs 〈z, z̄〉 in H(κ+) such that

∃w, w̄ ∈ W [〈z, w〉 ∈ P ∧ 〈z̄, w̄〉 ∈ P ∧ w ≺~w w̄].

Then our assumptions and the above remarks imply that this relation is

definable over the structure 〈H(κ+)V[G],∈〉 by a Σ1-formula with parameters.

Given z0, z1 ∈ H(κ+)V[G] and δ0, δ1 < λ such that δi is the unique ordinal

with the property that δi < γp and ȦGp,δi codes zi for some p ∈ G, we have

z0 ≺∗ z1 if and only if δ0 < δ1. This shows that ≺∗ is a well-ordering of

H(κ+). �

The following absoluteness version of Theorem 1.2 proven in [Lüc12] will

allow us to show that the assumptions of Lemma 3.4 can be forced to hold

by a forcing that preserves our assumptions on κ and λ.

Theorem 3.5 ([Lüc12, Theorem 1.5]). Let κ be an uncountable cardinal

with κ = κ<κ. Given a subset A of κκ, there is a partial order P(A) with the

following properties.

(i) P(A) is <κ-closed, satisfies the κ+-chain condition and has cardi-

nality 2κ.

(ii) If Q̇ is a P(A)-name for a σ-strategically closed partial order that

preserves the regularity of κ and G ∗H is (P(A) ∗ Q̇)-generic over

V, then A is definable over the structure 〈H(κ+)V[G∗H],∈〉 by a Σ1-

formula with parameters.

Proof of Theorem 1.1. Let κ be an uncountable cardinal such that κ = κ<κ

and λ = 2κ is regular. Fix an injective sequence ~w = 〈wγ | γ < λ〉 of



LOCALLY Σ1-DEFINABLE WELL-ORDERS OF H(κ+) 15

elements of κ2 and define A = {wδ ⊕ wγ | δ < γ < λ}. Let P(A) be the

notion of forcing corresponding to A that is given by Theorem 3.5. Since

forcing with P(A) preserves the above assumptions on κ and λ, there is a

canonical P(A)-name Q̇ with the property that Q̇G = PV[G]
λ whenever G

is P(A)-generic over V and ~PV[G]
~w = 〈PV[G]

γ | γ ≤ λ〉. Then the combination

of Lemma 2.8, Corollary 2.11, Corollary 3.2 and Theorem 3.5 implies that

P = P(A)∗Q̇ is <κ-closed and forcing with P(A)∗Q̇ preserves all cofinalities

less than or equal to λ and the value of 2κ.

Let G ∗ H be (P(A) ∗ Q̇)-generic over V. By Theorem 3.5, the set A is

definable over the structure 〈H(κ+)V[G∗H],∈〉 by a Σ1-formula with param-

eters and this implies that the relation ≺~w defined by (2) is definable in the

same way. In this situation, Lemma 3.4 implies that there is a well-ordering

of H(κ+)V[G∗H] that is definable over the structure 〈H(κ+)V[G∗H],∈〉 by a

Σ1-formula with parameters. �

4. Definable Bernstein sets

In this short section, we prove Corollary 1.5. We start by introducing

some vocabulary needed in this proof. A subset T of <κκ is a subtree of
<κκ if T is closed under initial segments. Given such a subtree T , we define

[T ] = {x ∈ κκ | ∀α < κ x � α ∈ T}. Note that a subset of κκ is closed with

respect to the topology introduced at the end of the first section if and only

if it is equal to the set [T ] for some subtree T of <κκ. An easy argument

shows that a closed subset [T ] of κκ contains a perfect subset if and only if

there is an order-preserving injection e : <κ2 −→ T .

Proof of Corollary 1.5. We work in the setting of the proof of Theorem 1.1

and show that forcing with P = P(A) ∗ Q̇ adds a subset X of κκ such that

both X and its complement intersect every perfect subset of κκ and such

that X is ∆1-definable with parameters over 〈H(κ+),∈〉. If x ∈ κκ and

α < κ, we define y = α_x if y(0) = α and y(1 + β) = x(β) for every β < κ.

We work in a P-generic extension V[G,H] of V. Assume that ≺∗ is the

locally ∆1-definable well-order of H(κ+) constructed in Section 3. Define

X = {x ∈ κκ | 0_x ≺∗ 1_x}.

Let [T ] be a perfect subset of κκ and e : <κ2 −→ T be an order-preserving

injection. Now work in V[G] and pick a condition p in Pλ = Q̇G. By Corollary

2.12, there is a γ < λ with p ∈ Pγ, a Pγ-name Ṫ for a subtree of <κκ with

T = ṪH∩Pγ and a Pγ-name ė for an order-preserving injection of <κ2 into

Ṫ . Note that this implies that [Ṫ ] has cardinality 2κ in every Pγ-generic
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extension of V[G]. Hence we can find a Pγ-name ẋ for an element of [Ṫ ] such

that whenever H̄ is Pγ-generic over V[G] and ẏi is the canonical Pγ-name

for i_ẋ, then neither ẏH̄0 nor ẏH̄1 are coded by any ȦH̄p,δ for δ < γp. Given

i < 2, we can extend p = 〈sp, tp,~cp, ~Ap〉 to a condition qi = 〈sp, tp,~cp, ~Aqi〉
in Pλ such that γqi = γ + 2, Ȧqi,γ is a Pγ-nice name for a subset of κ

coding ẏi and Ȧqi,γ+1 is a Pγ-nice name for a subset of κ coding ẏ1−i. Let

Ẋ be the canonical Pλ-name for the set X. The above construction ensures

that q0 
Pλ “ ẋ ∈ [Ṫ ] ∩ Ẋ ” and q1 
Pλ “ ẋ ∈ [Ṫ ] \ Ẋ ”. We can conclude

that, in V[G,H], the perfect subset [T ] is neither contained in X nor in the

complement of X. �

5. Open Questions

We close this paper with questions induced by the above results.

The parameter in the Σ1-definition of the well-order constructed above

is a subset of κ that is added by forcing and therefore is, in a certain sense,

a very complicated object. It is natural to ask if it is possible to force Σ1-

definable well-orderings of H(κ+) that use simpler parameters which are

contained in some prescribed set P .

Question 5.1. Let κ be an uncountable cardinal with κ = κ<κ and let P be

a subset of H(κ+). Is there a partial order P with the following properties?

(i) Forcing with P preserves cofinalities less than or equal to 2κ and the

value of 2κ.

(ii) If G is P-generic over the ground model V, then there is a well-

ordering of H(κ+)V[G] that is definable over 〈H(κ+)V[G],∈〉 by a Σ1-

formula with parameters contained in P .

Interesting examples of such restricted parameter sets would be P = {κ}
or P = H(κ+)V.

Question 5.2. Is it possible to iterate forcings of the form Pλ to add locally

Σ1-definable well-orderings of H(κ+) for many different κ simultaneously

while preserving certain structural properties of the ground model? Interest-

ing examples of such structural properties would be the cardinal structure,

the continuum function and the existence of large cardinals.

A completely satisfactory positive answer to the above question would

probably depend on a positive answer to the following.

Question 5.3. Is it possible to obtain a result as in Theorem 1.1, however

witnessed by a cofinality-preserving forcing P?
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Note that by Proposition 2.13, the forcing P constructed in the proof

of Theorem 1.1 changes the cardinality of (2<2κ)V if this cardinal is bigger

than (2κ)V.
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orders without the GCH. Submitted.
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[LS] Philipp Lücke and Philipp Schlicht. Continuous images of closed sets in gener-
alized Baire spaces. Submitted.
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