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Summary. In analogy to the recent paper [11] which studied lattice rule algorithms for approximation in weighted Korobov spaces, we consider the approximation problem in a weighted Hilbert space of Walsh series. Our approximation uses a truncated Walsh series with Walsh coefficients approximated by numerical integration using digital nets. We show that digital nets (or more precisely, polynomial lattices) tailored specially for the approximation problem lead to better error bounds. The error bounds can be independent of the dimension $s$, or depend only polynomially on $s$, under certain conditions on the weights defining the function space.

## 1 Introduction

We introduce an algorithm to approximate functions $f:[0,1]^{s} \rightarrow \mathbb{R}$ in certain Hilbert spaces. These spaces are in analogy to weighted Korobov spaces (see [24]), but instead of trigonometric functions we use Walsh functions, see Section 2. Recently, the approximation problem has been studied in [11] where a function from the weighted Korobov space is approximated by a truncated Fourier series, with the remaining Fourier coefficients approximated using lattice rules. Here, in analogy, we want to approximate functions from a Hilbert space of Walsh series using digital nets (see [19] or Section 4 below).

More precisely, every function $f$ in our Hilbert space $H_{s}$ is given by its Walsh-series representation

$$
\begin{equation*}
f(\boldsymbol{x})=\sum_{\boldsymbol{k} \in \mathbb{N}_{0}^{s}} \hat{f}(\boldsymbol{k}) \operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{x}), \quad \text { with } \quad \hat{f}(\boldsymbol{k}):=\int_{[0,1]^{s}} f(\boldsymbol{x}) \overline{\operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{x})} \mathrm{d} \boldsymbol{x} \tag{1}
\end{equation*}
$$

where $\mathbb{N}_{0}=\{0,1,2, \ldots\}$ denotes the set of nonnegative integers, and $\hat{f}(\boldsymbol{k})$ are the Walsh coefficients associated with the Walsh functions wal $\boldsymbol{k}_{\boldsymbol{k}}(\boldsymbol{x})$ (see (3) and (4) below). For functions $f \in H_{s}$, the values of $|\hat{f}(\boldsymbol{k})|$ are larger for $\boldsymbol{k}$
"closer" to $\mathbf{0}$. We introduce a set $\mathcal{A}_{s}$ of vectors $\boldsymbol{k} \in \mathbb{N}_{0}^{s}$ that are close to $\mathbf{0}$ in some sense, and we approximate $f$ by the Walsh polynomial

$$
\begin{equation*}
F(\boldsymbol{x}):=\sum_{\boldsymbol{k} \in \mathcal{A}_{s}} \hat{F}(\boldsymbol{k}) \operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{x}), \quad \text { with } \quad \hat{F}(\boldsymbol{k}):=\frac{1}{N} \sum_{n=0}^{N-1} f\left(\boldsymbol{x}_{n}\right) \overline{\operatorname{wal}_{\boldsymbol{k}}\left(\boldsymbol{x}_{n}\right)} \tag{2}
\end{equation*}
$$

where $\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{N-1}\right\} \in[0,1)^{s}$ is a digital net. A similar algorithm for lattice rules was proposed in [10] and has recently been studied in [11] (see also [12, 15, 30]).

It is natural to use digital nets for the approximation of the integrals arising from the Walsh coefficients, since Walsh functions are characters over the group formed by digital nets (see [7] or (13) below), which implies that the Walsh coefficients are aliased via the so-called dual net $\mathcal{D}$ (see [7] or (12) below), i.e., it can be shown that

$$
\hat{F}(\boldsymbol{k})=\hat{f}(\boldsymbol{k})+\sum_{\boldsymbol{h} \in \mathcal{D}} \hat{f}(\boldsymbol{h} \oplus \boldsymbol{k}),
$$

where $\oplus$ denotes digit-wise addition modulo $b$, and it is to act on the vectors component-wise. If the dual net $\mathcal{D}$ contains only elements $\boldsymbol{k}$ which are in some sense large and $\hat{f}(\boldsymbol{k})$ is small for large $\boldsymbol{k}$, then $\hat{F}(\boldsymbol{k})$ will be a good approximation of $\hat{f}(\boldsymbol{k})$, as $\sum_{\boldsymbol{h} \in \mathcal{D}} \hat{f}(\boldsymbol{h} \oplus \boldsymbol{k})$ is small in this case compared to $\hat{f}(\boldsymbol{k})$. Hence the Walsh polynomial $F(\boldsymbol{x})$ will give a good approximation to $f(\boldsymbol{x})$.

There are several ways of finding suitable digital nets. One choice is to construct polynomial lattices which are suitable for integration in the space $H_{s}$ (see [5]). This way one can make use of the weights (see [23]), which are introduced to moderate the importance of successive variables. Another way is to use existing digital nets, say, obtained from Sobol' sequences or Niederreiter sequences. The third method is to construct polynomial lattices for approximation directly. This construction is similar to the one considered in [5], but with a different quality measure which appears in the upper bound on the approximation error and, at least theoretically, yields a better approximation algorithm. This is also in analogy to the results for lattice rule algorithms in [11] for approximation in weighted Korobov spaces.

We also study tractability and strong tractability of the approximation problem in $H_{s}$. Strong tractability means that the error converges to zero with increasing $N$ independently of the dimension $s$ whereas tractability means that the error converges with $N$ with at most a polynomial dependence on $s$. We show that our approximation algorithms based on digital nets achieve tractability or strong tractability error bounds under certain conditions on the weights. These results are again analogous to the results in [11].

This paper is organized as follows. We introduce the weighted Hilbert space of Walsh series in Section 2, and we discuss the approximation problem in Section 3. In Section 4 we review and develop results on digital nets for
the integration problem that are relevant to the approximation problem. The final section, Section 5, contains the main results of this paper as discussed above.

## 2 Weighted Hilbert Spaces of Walsh Series

Let $b \geq 2$ be an integer - the base. (Later we will restrict ourselves to a prime base $b$ for simplicity.) Let $\mathbb{N}_{0}$ denote the set of nonnegative integers.

Each $k \in \mathbb{N}_{0}$ has a $b$-adic representation $k=\sum_{i=0}^{\infty} \kappa_{i} b^{i}, \kappa_{i} \in\{0, \ldots, b-1\}$. Each $x \in[0,1)$ has a $b$-adic representation $x=\sum_{i=1}^{\infty} \chi_{i} b^{-i}, \chi_{i} \in\{0, \ldots, b-1\}$, which is unique in the sense that infinitely many of the $\chi_{i}$ must differ from $b-1$. If $\kappa_{a} \neq 0$ is the highest nonzero digit of $k$, we define the Walsh function $\operatorname{wal}_{k}:[0,1) \longrightarrow \mathbb{C}$ by

$$
\begin{equation*}
\operatorname{wal}_{k}(x):=e^{2 \pi \mathrm{i}\left(\chi_{1} \kappa_{0}+\cdots+\chi_{a+1} \kappa_{a}\right) / b} . \tag{3}
\end{equation*}
$$

For dimension $s \geq 2$ and vectors $\boldsymbol{k}=\left(k_{1}, \ldots, k_{s}\right) \in \mathbb{N}_{0}^{s}$ and $\boldsymbol{x}=\left(x_{1}, \ldots, x_{s}\right) \in$ $[0,1)^{s}$ we define wal ${ }_{\boldsymbol{k}}:[0,1)^{s} \longrightarrow \mathbb{C}$ by

$$
\begin{equation*}
\operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{x}):=\prod_{j=1}^{s} \operatorname{wal}_{k_{j}}\left(x_{j}\right) \tag{4}
\end{equation*}
$$

It follows from the definition above that Walsh functions are piecewise constant functions. For more information on Walsh functions, see, e.g., [2, 27].

We consider functions in a weighted Hilbert space of Walsh series. This function space was considered in $[5,6,7,8]$; the notion of weights was first introduced in [23].

Let $\alpha>1, s \geq 1$, and $b \geq 2$ be fixed. Let $\gamma=\left(\gamma_{j}\right)_{j=1}^{\infty}$ be a sequence of non-increasing weights, with $0<\gamma_{j} \leq 1$ for all $j$. The weighted Hilbert space $H_{s}=H_{\text {wal }, b, s, \alpha, \gamma}$ is a tensor product of $s$ one-dimensional Hilbert spaces of univariate functions, each with weight $\gamma_{j}$. Every function $f$ in $H_{s}$ can be written in a Walsh-series representation (1).

The inner product and norm in $H_{s}$ are defined by

$$
\langle f, g\rangle_{H_{s}}:=\sum_{\boldsymbol{k} \in \mathbb{N}_{0}^{s}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k})^{-1} \hat{f}(\boldsymbol{k}) \overline{\hat{g}(\boldsymbol{k})},
$$

and $\|f\|_{H_{s}}:=\langle f, f\rangle_{H_{s}}^{1 / 2}$, where $r(\alpha, \gamma, \boldsymbol{k}):=\prod_{j=1}^{s} r\left(\alpha, \gamma_{j}, k_{j}\right)$, with

$$
r(\alpha, \gamma, k):=\left\{\begin{array}{ll}
1 & \text { if } k=0,  \tag{5}\\
\gamma b^{-\alpha \psi_{b}(k)} & \text { if } k \neq 0,
\end{array} \quad \text { and } \quad \psi_{b}(k):=\left\lfloor\log _{b}(k)\right\rfloor .\right.
$$

(Equivalently, $\psi_{b}(k)=a$ iff $\kappa_{a} \neq 0$ is the highest nonzero digit in the $b$-adic representation of $k=\sum_{i=0}^{\infty} \kappa_{i} b^{i}$.) For $x>1$ we define

$$
\begin{equation*}
\mu(x):=\sum_{k=1}^{\infty} b^{-x \psi_{b}(k)}=(b-1) \sum_{a=0}^{\infty} b^{-(x-1) a}=\frac{b^{x}(b-1)}{b^{x}-b} \tag{6}
\end{equation*}
$$

(The equalities hold since for any $a \geq 0$ there are $b^{a}(b-1)$ values of $k \geq 1$ for which $\psi_{b}(k)=a$.) Note that $\mu(x)$ is defined in analogy to the Riemann zeta function $\zeta(x):=\sum_{k=1}^{\infty} k^{-x}, x>1$.

The space $H_{s}$ is a Hilbert space with the reproducing kernel (see [1, 7])

$$
K(\boldsymbol{x}, \boldsymbol{y})=\sum_{\boldsymbol{k} \in \mathbb{N}_{0}^{s}} r(\alpha, \gamma, \boldsymbol{k}) \operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{x}) \overline{\operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{y})}
$$

The kernel satisfies the reproducing property $\langle f, K(\cdot, \boldsymbol{y})\rangle_{H_{s}}=f(\boldsymbol{y})$ for all $f \in H_{s}$ and all $\boldsymbol{y} \in[0,1)^{s}$.

As we have said in the introduction, we approximate functions from $H_{s}$ by truncated Walsh series, see (2). Now we define precisely the set of Walsh terms to remain in the truncated Walsh series. In analogy to [11], let $M>0$ and define

$$
\begin{equation*}
\mathcal{A}_{s}(M):=\left\{\boldsymbol{k} \in \mathbb{N}_{0}^{s}: r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k})^{-1} \leq M\right\} \tag{7}
\end{equation*}
$$

Following [11, Lemma 1] and its proof, we can derive a number of properties for our set $\mathcal{A}_{s}(M)$ here; the most important one is an upper bound on the cardinality of the set, which we state as a lemma below.
Lemma 1. (cf. [11, Lemma 1(d)]) For any $M>0$ we have

$$
\left|\mathcal{A}_{s}(M)\right| \leq M^{q} \prod_{j=1}^{s}\left(1+\mu(\alpha q) \gamma_{j}^{q}\right)
$$

for all $q>1 / \alpha$, where the function $\mu$ is defined in (6).
We end this section with a useful property that will be needed later. For $k, h \in \mathbb{N}_{0}$ with $b$-adic representations $k=\sum_{i=0}^{\infty} \kappa_{i} b^{i}$ and $h=\sum_{i=0}^{\infty} \hbar_{i} b^{i}$, let $\oplus$ and $\ominus$ denote digit-wise addition and subtraction modulo $b$, i.e.,

$$
k \oplus h:=\sum_{i=0}^{\infty}\left(\left(\kappa_{i}+\hbar_{i}\right) \bmod b\right) b^{i} \quad \text { and } \quad k \ominus h:=\sum_{i=0}^{\infty}\left(\left(\kappa_{i}-\hbar_{i}\right) \bmod b\right) b^{i}
$$

For vectors $\boldsymbol{h}, \boldsymbol{k} \in \mathbb{N}_{0}^{s}$, the operations are defined component-wise.
Lemma 2. (cf. [21, Formula (23)]) For any $\boldsymbol{h}, \boldsymbol{k} \in \mathbb{N}_{0}^{s}$, we have

$$
r(\alpha, \gamma, \boldsymbol{h} \oplus \boldsymbol{k}) \leq r(\alpha, \gamma, \boldsymbol{k}) r(\alpha, \gamma, \boldsymbol{h})^{-1}
$$

Proof. It is sufficient to prove the result in one dimension, i.e., $r(\alpha, \gamma, h \oplus k) \leq$ $r(\alpha, \gamma, k) r(\alpha, \gamma, h)^{-1}$. Clearly this holds when $h=0$ or $k=0$. When $h \neq 0$ and $k \neq 0$, we have

$$
r(\alpha, \gamma, h \oplus k) \frac{r(\alpha, \gamma, h)}{r(\alpha, \gamma, k)}=\gamma\left(\frac{b^{\psi_{b}(k)-\psi_{b}(h)}}{b^{\psi_{b}(k \oplus h)}}\right)^{\alpha} \leq 1
$$

because $\psi_{b}(k)-\psi_{b}(h) \leq \psi_{b}(k \oplus h)$. This completes the proof.

## 3 Approximation in the Weighted Hilbert Space $\boldsymbol{H}_{s}$

We now discuss the approximation problem in the weighted Hilbert space $H_{s}$ following closely the discussions from [11, 21] for the weighted Korobov space, see also $[25,28,29]$ for general results.

Without loss of generality (see, e.g., [25]), we approximate $f$ by a linear algorithm of the form

$$
A_{N, s}(f)=\sum_{n=0}^{N-1} a_{n} L_{n}(f)
$$

where each $a_{n}$ is a function from $L_{2}\left([0,1]^{s}\right)$ and each $L_{n}$ is a continuous linear functional defined on $H_{s}$ from a permissible class $\Lambda$ of information. We consider two classes: $\Lambda^{\text {all }}$ is the class of all continuous linear functionals, while $\Lambda^{\text {std }}$ is the class of standard information consisting only of function evaluations. In other words, $L_{n} \in \Lambda^{\text {std }}$ iff there exists $\boldsymbol{x}_{n} \in[0,1]^{s}$ such that $L_{n}(f)=f\left(\boldsymbol{x}_{n}\right)$ for all $f \in H_{s}$. (The approximation (2) in the introduction is of the linear form above and uses standard information from $\Lambda^{\text {std }}$.)

The worst case error of the algorithm $A_{N, s}$ is defined as

$$
e_{N, s}^{\text {wor-app }}\left(A_{N, s}\right):=\sup _{\|f\|_{H_{s}} \leq 1}\left\|f-A_{N, s}(f)\right\|_{L_{2}\left([0,1]^{s}\right)}
$$

The initial error associated with $A_{0, s} \equiv 0$ is

$$
e_{0, s}^{\text {wor-app }}:=\sup _{\|f\|_{H_{s}} \leq 1}\|f\|_{L_{2}\left([0,1]^{s}\right)}=1
$$

where the exact value 1 is obtained by considering $f \equiv 1$. Since the initial error is conveniently 1 , from this point on we omit the initial error from our discussion.

For $\varepsilon \in(0,1), s \geq 1$, and $\Lambda \in\left\{\Lambda^{\text {all }}, \Lambda^{\text {std }}\right\}$, we define
$N^{\text {wor }}(\varepsilon, s, \Lambda):=\min \left\{N: \exists A_{N, s}\right.$ with $L_{n} \in \Lambda$ so that $\left.e_{N, s}^{\text {wor-app }}\left(A_{N, s}\right) \leq \varepsilon\right\}$.
We say that the approximation problem for the space $H_{s}$ is tractable in the class $\Lambda$ iff there are nonnegative numbers $C, p$, and $a$ such that

$$
\begin{equation*}
N^{\mathrm{wor}}(\varepsilon, s, \Lambda) \leq C \varepsilon^{-p} s^{a} \quad \forall \varepsilon \in(0,1) \quad \text { and } \quad \forall s \geq 1 \tag{8}
\end{equation*}
$$

The approximation problem is strongly tractable in the class $\Lambda$ iff (8) holds with $a=0$. In this case, the infimum of the numbers $p$ is called the exponent of strong tractability, and is denoted by $p^{\text {wor-app }}(\Lambda)$.

It is known from classical results (see, e.g., [25]) that the optimal algorithm in the class $\Lambda^{\text {all }}$ is the truncated Walsh series

$$
A_{N, s}^{(\mathrm{opt})}(f)(\boldsymbol{x}):=\sum_{\boldsymbol{k} \in \mathcal{A}_{s}\left(\varepsilon^{-2}\right)} \hat{f}(\boldsymbol{k}) \operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{x}), \quad N=\left|\mathcal{A}_{s}\left(\varepsilon^{-2}\right)\right|
$$

where we have taken $M=\varepsilon^{-2}$ in (7), which ensures that the worst case error satisfies $e_{N, s}^{\text {wor-app }}\left(A_{N, s}^{(\mathrm{opt})}\right) \leq \varepsilon$. In fact, it is known from the general result in [28] that strong tractability and tractability in the class $\Lambda^{\text {all }}$ are equivalent, and they hold iff $s_{\boldsymbol{\gamma}}<\infty$, where

$$
\begin{equation*}
s_{\boldsymbol{\gamma}}:=\inf \left\{\lambda>0: \sum_{j=1}^{s} \gamma_{j}^{\lambda}<\infty\right\} \tag{9}
\end{equation*}
$$

is known as the sum exponent of the weights $\gamma=\left(\gamma_{j}\right)_{j=1}^{\infty}$. Furthermore, the exponent of strong tractability is $p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)=2 \max \left(1 / \alpha, s_{\gamma}\right)$.

For the class $\Lambda^{\text {std }}$, which is the focus of this paper, a lower bound on the worst case error for any algorithm $A_{N, s}(f)=\sum_{n=0}^{N-1} a_{n} f\left(\boldsymbol{x}_{n}\right)$ can be obtained following the argument in [21], i.e.,

$$
e_{N, s}^{\mathrm{wor}-\mathrm{app}}\left(A_{N, s}\right) \geq \sup _{\|f\|_{H_{s}} \leq 1}\left|\int_{[0,1]^{s}} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\sum_{n=0}^{N-1} b_{n} f\left(\boldsymbol{x}_{n}\right)\right|,
$$

where $b_{n}:=\int_{[0,1]^{s}} a_{n}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}$. This lower bound is exactly the worst case integration error in $H_{s}$ for the linear integration rule $\sum_{n=0}^{N-1} b_{n} f\left(\boldsymbol{x}_{n}\right)$. Hence the approximation problem is no easier than the integration problem in $H_{s}$, and thus the necessary condition for (strong) tractability for the integration problem in $H_{s}$ is also necessary for the approximation problem.
(Strong) tractability in the weighted Hilbert space $H_{s}$ for the family of equal-weight integration rules have been analyzed in [7], where it is shown that strong tractability holds iff $\sum_{j=1}^{\infty} \gamma_{j}<\infty$, and tractability holds iff $\limsup _{s \rightarrow \infty} \sum_{j=1}^{s} \gamma_{j} / \ln (s+1)<\infty$. The same conditions can be obtained for the family of linear integration rules following the argument used in [24] for the weighted Korobov space. Hence, the same conditions are necessary for (strong) tractability of the approximation problem in the class $\Lambda^{\text {std }}$. It follows from [29] that these conditions are also sufficient for (strong) tractability of approximation. Moreover, if $\sum_{j=1}^{\infty} \gamma_{j}<\infty$ then the exponent of strong tractability satisfies $p^{\text {wor-app }}\left(\Lambda^{\text {std }}\right) \in\left[p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right), p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)+2\right]$, see [29, Corollary 2(i)].

We summarize this discussion in the following theorem.
Theorem 1. Consider the approximation problem in the worst case setting in the weighted Hilbert space $H_{s}$.

- Strong tractability and tractability in the class $\Lambda^{\text {all }}$ are equivalent, and they hold iff $s_{\gamma}<\infty$, where $s_{\gamma}$ is defined in (9). When this holds, the exponent of strong tractability is

$$
p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)=2 \max \left(\frac{1}{\alpha}, s_{\gamma}\right)
$$

- The problem is strongly tractable in the class $\Lambda^{\text {std }}$ iff

$$
\begin{equation*}
\sum_{j=1}^{\infty} \gamma_{j}<\infty \tag{10}
\end{equation*}
$$

When this holds, the exponent of strong tractability satisfies

$$
p^{\text {wor-app }}\left(\Lambda^{\text {std }}\right) \in\left[p^{\mathrm{wor}-\mathrm{app}}\left(\Lambda^{\text {all }}\right), p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)+2\right] .
$$

- The problem is tractable in the class $\Lambda^{\text {std }}$ iff

$$
\begin{equation*}
\ell:=\limsup _{s \rightarrow \infty} \frac{\sum_{j=1}^{s} \gamma_{j}}{\ln (s+1)}<\infty \tag{11}
\end{equation*}
$$

Note that when (10) holds, we have $s_{\boldsymbol{\gamma}} \leq 1$. When (10) does not hold but (11) holds, we have $s_{\gamma}=1$.

The results for the class $\Lambda^{\text {std }}$ are non-constructive. In this paper we obtain constructive algorithms based on digital nets, and we reduce the upper bound on the exponent of strong tractability to $p^{\text {wor-app }}\left(\Lambda^{\text {std }}\right) \leq 2 p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)$.

## 4 Integration Using Digital Nets

In this section we introduce nets and review results on numerical integration rules using those point sets.

A detailed theory of $(t, m, s)$-nets and $(t, s)$-sequences was developed in [16] (see also [19, Chapter 4] and [20] for a recent survey). The ( $t, m, s$ )-nets in base $b$ provide sets of $b^{m}$ points in the $s$-dimensional unit cube $[0,1)^{s}$ which are well distributed if the quality parameter $t$ is small.

Definition 1. Let $b \geq 2, s \geq 1$ and $0 \leq t \leq m$ be integers. A point set $P$ consisting of $b^{m}$ points in $[0,1)^{s}$ forms $a(t, m, s)$-net in base $b$ if every subinterval $J=\prod_{j=1}^{s}\left[a_{j} b^{-d_{j}},\left(a_{j}+1\right) b^{-d_{j}}\right) \subseteq[0,1)^{s}$ of volume $b^{t-m}$, with integers $d_{j} \geq 0$ and integers $0 \leq a_{j}<b^{d_{j}}$ for $1 \leq j \leq s$, contains exactly $b^{t}$ points of $P$.

In practice, all concrete constructions of $(t, m, s)$-nets are based on the general construction scheme of digital nets. To avoid too many technical notions we restrict ourselves to digital point sets defined over the finite field $\mathbb{Z}_{b}=\{0,1, \ldots, b-1\}$ with $b$ prime. For a more general definition, see, e.g., $[13,14,19]$. Throughout the paper, $T$ means the transpose of a vector or matrix.

Definition 2. Let $b$ be a prime and let $s \geq 1$ and $m \geq 1$ be integers. Let $C_{1}, \ldots, C_{s}$ be $m \times m$ matrices over the finite field $\mathbb{Z}_{b}$. For each $0 \leq n<b^{m}$ with b-adic representation $n=\sum_{i=0}^{m-1} \eta_{i} b^{i}$, and each $1 \leq j \leq s$, we multiply the matrix $C_{j}$ by the vector $\left(\eta_{0}, \ldots, \eta_{m-1}\right)^{\top} \in \mathbb{Z}_{b}^{m}$, i.e.,

$$
C_{j}\left(\eta_{0}, \ldots, \eta_{m-1}\right)^{\top}=:\left(\chi_{n, j, 1}, \ldots, \chi_{n, j, m}\right)^{\top} \in \mathbb{Z}_{b}^{m}
$$

and set

$$
x_{n, j}:=\frac{\chi_{n, j, 1}}{b}+\cdots+\frac{\chi_{n, j, m}}{b^{m}} .
$$

If the point set $\left\{\boldsymbol{x}_{n}=\left(x_{n, 1}, \ldots, x_{n, s}\right): 0 \leq n<b^{m}\right\}$ is a $(t, m, s)$-net in base $b$ for some integer $t$ with $0 \leq t \leq m$, then it is called a digital $(t, m, s)$-net over $\mathbb{Z}_{b}$.

See [19, Theorem 4.28] and [22] for results concerning the determination of the quality parameter $t$ of digital nets.

Niederreiter introduced in [18] (see also [19, Section 4.4]) a special family of digital nets known now as polynomial lattices. In the following, let $\mathbb{Z}_{b}\left(\left(x^{-1}\right)\right)$ be the field of formal Laurent series over $\mathbb{Z}_{b}, \sum_{l=w}^{\infty} t_{l} x^{-l}$, where $w$ is an arbitrary integer and all $t_{l} \in \mathbb{Z}_{b}$. Further, let $\mathbb{Z}_{b}[x]$ be the set of all polynomials over $\mathbb{Z}_{b}$, and let

$$
R_{b, m}:=\left\{q \in \mathbb{Z}_{b}[x]: \operatorname{deg}(q)<m \text { and } q \neq 0\right\} .
$$

Definition 3. Let $b$ be a prime and let $s \geq 1$ and $m \geq 1$ be integers. Let $v_{m}$ be the map from $\mathbb{Z}_{b}\left(\left(x^{-1}\right)\right)$ to the interval $[0,1)$ defined by

$$
v_{m}\left(\sum_{l=w}^{\infty} t_{l} x^{-l}\right):=\sum_{l=\max (1, w)}^{m} t_{l} b^{-l}
$$

Choose polynomials $p \in \mathbb{Z}_{b}[x]$ with $\operatorname{deg}(p)=m$ and $\boldsymbol{q}:=\left(q_{1}, \ldots, q_{s}\right) \in R_{b, m}^{s}$. For each $0 \leq n<b^{m}$ with $b$-adic representation $n=\sum_{i=0}^{m-1} \eta_{i} b^{i}$, we associate $n$ with the polynomial $n(x)=\sum_{i=0}^{m-1} \eta_{i} x^{i} \in \mathbb{Z}_{b}[x]$. Then the point set

$$
P_{\mathrm{PL}}:=\left\{\boldsymbol{x}_{n}=\left(v_{m}\left(\frac{n(x) q_{1}(x)}{p(x)}\right), \ldots, v_{m}\left(\frac{n(x) q_{s}(x)}{p(x)}\right)\right): 0 \leq n<b^{m}\right\}
$$

is a polynomial lattice.
We are ready to review known results on digital nets for integration. Let $P=\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{N-1}\right\}$ denote a digital $(t, m, s)$-net over $\mathbb{Z}_{b}$ consisting of $N=$ $b^{m}$ points. For $f \in H_{s}$, we approximate the integral of $f$ by an equal-weight integration rule using the point set $P$. The worst case error of the point set $P$ (or more precisely, of the equal-weight integration rule using the point set) for integration in the space $H_{s}$ is defined by

$$
e_{N, s}^{\mathrm{wor}-\mathrm{int}}(P):=\sup _{\|f\|_{H_{s}} \leq 1}\left|\int_{[0,1]^{s}} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\frac{1}{N} \sum_{n=0}^{N-1} f\left(\boldsymbol{x}_{n}\right)\right| .
$$

First we discuss the results from [7]. For $k \in \mathbb{N}_{0}$ with $b$-adic representation $k=\sum_{i=0}^{\infty} \kappa_{i} b^{i}$, we write

$$
\operatorname{tr}_{m}(k):=\left(\kappa_{0}, \ldots, \kappa_{m-1}\right)^{\top} \in \mathbb{Z}_{b}^{m}
$$

to denote the truncated digit vector of $k$. For a digital net $P$ over $\mathbb{Z}_{b}$ generated by matrices $C_{1}, \ldots, C_{s}$, we define the dual net $\mathcal{D}$ by

$$
\begin{equation*}
\mathcal{D}:=\left\{\boldsymbol{k} \in \mathbb{N}_{0}^{s} \backslash\{\mathbf{0}\}: C_{1}^{\top} \operatorname{tr}_{m}\left(k_{1}\right)+\cdots+C_{s}^{\top} \operatorname{tr}_{m}\left(k_{s}\right)=\mathbf{0}\right\}, \tag{12}
\end{equation*}
$$

where the matrix-vector multiplications and vector additions are to be carried out in $\mathbb{Z}_{b}$. It is well known that Walsh functions are characters over the group formed by digital nets (see, e.g., [7]), i.e.,

$$
\frac{1}{N} \sum_{n=0}^{N-1} \operatorname{wal}_{\boldsymbol{k}}\left(\boldsymbol{x}_{n}\right)= \begin{cases}1 & \text { if } \boldsymbol{k} \in \mathcal{D} \cup\{\mathbf{0}\}  \tag{13}\\ 0 & \text { otherwise }\end{cases}
$$

It follows easily from the character property that for any $f \in H_{s}$,

$$
\begin{equation*}
\int_{[0,1]^{s}} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\frac{1}{N} \sum_{n=0}^{N-1} f\left(\boldsymbol{x}_{n}\right)=-\sum_{\boldsymbol{k} \in \mathcal{D}} \hat{f}(\boldsymbol{k}), \tag{14}
\end{equation*}
$$

and hence (see [7])

$$
\begin{equation*}
\left[e_{N, s}^{\mathrm{wor}-\mathrm{int}}(P)\right]^{2}=\sum_{\boldsymbol{k} \in \mathcal{D}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k}) . \tag{15}
\end{equation*}
$$

### 4.1 Results for Polynomial Lattices

Now we discuss the results from [5] concerning polynomial lattices. We need some further notation: for every nonnegative integer $k=\sum_{i=0}^{\infty} \kappa_{i} b^{i}$ we define the polynomial

$$
\tilde{\operatorname{tr}}_{m}(k)(x):=\kappa_{0}+\kappa_{1} x+\cdots+\kappa_{m-1} x^{m-1} \in \mathbb{Z}_{b}[x],
$$

and for the vector $\boldsymbol{k}=\left(k_{1}, \ldots, k_{s}\right) \in \mathbb{N}_{0}^{s}$ we consider

$$
\tilde{\operatorname{tr}}_{m}(\boldsymbol{k}):=\left(\tilde{\operatorname{tr}}_{m}\left(k_{1}\right), \ldots, \tilde{\operatorname{tr}}_{m}\left(k_{s}\right)\right)^{\top} \in \mathbb{Z}_{b}[x]^{s}
$$

to be a vector of polynomials. It is shown in [5] that the dual net for the polynomial lattice $P_{\text {PL }}$, with polynomials $p \in \mathbb{Z}_{b}[x]$ and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{s}\right) \in$ $R_{b, m}^{s}$, can be expressed as

$$
\begin{equation*}
\mathcal{D}_{\mathrm{PL}}:=\left\{\boldsymbol{k} \in \mathbb{N}_{0}^{s} \backslash\{\mathbf{0}\}: \widetilde{\operatorname{tr}}_{m}(\boldsymbol{k}) \cdot \boldsymbol{q} \equiv 0 \quad(\bmod p)\right\}, \tag{16}
\end{equation*}
$$

where $\tilde{\operatorname{tr}}_{m}(\boldsymbol{k}) \cdot \boldsymbol{q} \equiv 0(\bmod p)$ means that the polynomial $p$ divides the polynomial

$$
\tilde{\operatorname{tr}}_{m}(\boldsymbol{k}) \cdot \boldsymbol{q}:=\sum_{j=1}^{s} \tilde{\operatorname{tr}}_{m}\left(k_{j}\right) q_{j} \in \mathbb{Z}_{b}[x] .
$$

The main result of [5] is summarized in the following lemma.

Lemma 3. (cf. [5, Algorithm 4.3 and Theorem 4.4]) Given prime $b \geq 2$, positive integer $m$, and irreducible polynomial $p \in \mathbb{Z}_{b}[x]$, a vector of polynomials $\boldsymbol{q}=\left(q_{1}, \ldots, q_{s}\right) \in R_{b, m}^{s}$ for a polynomial lattice $P_{\mathrm{PL}}$ with $N=b^{m}$ points can be constructed by a component-by-component algorithm such that

$$
\left[e_{N, s}^{\mathrm{wor}-\mathrm{int}}\left(P_{\mathrm{PL}}\right)\right]^{2} \leq\left(b^{m}-1\right)^{-1 / \lambda} \prod_{j=1}^{s}\left(1+\mu(\alpha \lambda) \gamma_{j}^{\lambda}\right)^{1 / \lambda}
$$

for all $\lambda \in(1 / \alpha, 1]$, where the function $\mu$ is defined in (6).
Using the property $\prod_{j=1}^{s}\left(1+x_{j}\right)=\exp \left(\sum_{j=1}^{s} \ln \left(1+x_{j}\right)\right) \leq \exp \left(\sum_{j=1}^{s} x_{j}\right)$ for all nonnegative $x_{j}$, we see from Lemma 3 that if $s_{\gamma} \leq 1 / \alpha$ then

$$
e_{N, s}^{\text {wor-int }}\left(P_{\mathrm{PL}}\right)=\mathcal{O}\left(N^{-\alpha / 2+\delta}\right), \quad \delta>0,
$$

with the implied factor in the big- $\mathcal{O}$ notation is independent of $N$ and $s$. This is the optimal rate of convergence for integration in $H_{s}$.

### 4.2 Results for General Digital Nets

For any digital $(t, m, s)$-net with regular generating matrices, we can obtain a worst case error bound in terms of its $t$-value. This is in analogy to results obtained in $[3,6,8]$.

Lemma 4. Let $P$ be a digital $(t, m, s)$-net over $\mathbb{Z}_{b}$ with non-singular generating matrices. For each $\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, s\}$, suppose that the projection of $P$ onto the coordinates in $\mathfrak{u}$ is a $\left(t_{\mathfrak{u}}, m,|\mathfrak{u}|\right)$-net. Then we have

$$
\left[e_{N, s}^{\mathrm{wor}-\mathrm{int}}(P)\right]^{2} \leq \frac{1}{b^{\alpha m}}\left(1+\sum_{\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, s\}} b^{\alpha t_{u}} \prod_{j \in \mathfrak{u}}\left(b^{\alpha+1}(m+2) \mu(\alpha) \gamma_{j}\right)\right)
$$

Proof. We start with (15) and consider all vectors $\boldsymbol{k}$ in the dual net $\mathcal{D}$ given by (12). If $\boldsymbol{k}=b^{m} \boldsymbol{l}$ with $\boldsymbol{l} \in \mathbb{N}_{0}^{s} \backslash\{\mathbf{0}\}$, then $\operatorname{tr}_{m}\left(k_{j}\right)=\mathbf{0}$ for $1 \leq j \leq s$. Otherwise we can write $\boldsymbol{k}=\boldsymbol{k}^{*}+b^{m} \boldsymbol{l}$ with $\boldsymbol{l} \in \mathbb{N}_{0}^{s}, \boldsymbol{k}^{*}=\left(k_{1}^{*}, \ldots, k_{s}^{*}\right) \neq \mathbf{0}$ and $0 \leq k_{j}^{*}<b^{m}$ for all $1 \leq j \leq s$. In the latter case we have $\operatorname{tr}_{m}\left(k_{j}\right)=\operatorname{tr}_{m}\left(k_{j}^{*}\right)$ for all $1 \leq j \leq s$. Thus we have (after renaming $\boldsymbol{k}^{*}$ to $\boldsymbol{k}$ )
$\left[e_{N, s}^{\mathrm{wor}-\mathrm{int}}(P)\right]^{2}=\sum_{\boldsymbol{l} \in \mathbb{N}_{0}^{s} \backslash\{0\}} r\left(\alpha, \boldsymbol{\gamma}, b^{m} \boldsymbol{l}\right)+\sum_{\boldsymbol{k} \in \mathcal{D}^{*}} \sum_{\boldsymbol{l} \in \mathbb{N}_{0}^{s}} r\left(\alpha, \boldsymbol{\gamma}, \boldsymbol{k}+b^{m} \boldsymbol{l}\right)=: \Sigma_{1}^{*}+\Sigma_{2}^{*}$,
where

$$
\mathcal{D}^{*}:=\left\{\boldsymbol{k} \in\left\{0, \ldots, b^{m}-1\right\}^{s} \backslash\{\mathbf{0}\}: C_{1}^{\top} \operatorname{tr}_{m}\left(k_{1}\right)+\cdots+C_{s}^{\top} \operatorname{tr}_{m}\left(k_{s}\right)=\mathbf{0}\right\} .
$$

It follows from the definition (5) that for $0 \leq k_{j}<b^{m}$ we have
$\sum_{l=0}^{\infty} r\left(\alpha, \gamma_{j}, k_{j}+b^{m} l\right)=r\left(\alpha, \gamma_{j}, k_{j}\right)+\sum_{l=1}^{\infty} r\left(\alpha, \gamma_{j}, b^{m} l\right)=r\left(\alpha, \gamma_{j}, k_{j}\right)+\frac{\mu(\alpha)}{b^{m \alpha}} \gamma_{j}$.
Thus

$$
\Sigma_{1}^{*}=\prod_{j=1}^{s}\left(1+\frac{\mu(\alpha)}{b^{m \alpha}} \gamma_{j}\right)-1
$$

and

$$
\begin{align*}
& \Sigma_{2}^{*}=\sum_{\boldsymbol{k} \in \mathcal{D}^{*}} \prod_{j=1}^{s}\left(r\left(\alpha, \gamma_{j}, k_{j}\right)+\frac{\mu(\alpha)}{b^{m \alpha}} \gamma_{j}\right) \\
& =\sum_{\boldsymbol{k} \in \mathcal{D}^{*}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k})+\sum_{\mathfrak{u} \subseteq\{1, \ldots, s\}}\left[\left(\sum_{\boldsymbol{k} \in \mathcal{D}^{*}} \prod_{j \in \mathfrak{u}} r\left(\alpha, \gamma_{j}, k_{j}\right)\right) \prod_{j \notin \mathfrak{u}}\left(\frac{\mu(\alpha) \gamma_{j}}{b^{m \alpha}}\right)\right] . \tag{17}
\end{align*}
$$

First we investigate the $\operatorname{sum} \sum_{\boldsymbol{k} \in \mathcal{D}^{*}} \prod_{j \in \mathfrak{u}} r\left(\alpha, \gamma_{j}, k_{j}\right)$ where $\mathfrak{u}$ is a proper subset of $\{1, \ldots, s\}$. Let $\boldsymbol{k}=\left(k_{1}, \ldots, k_{s}\right) \in\left\{0, \ldots, b^{m}-1\right\}^{s} \backslash\{\mathbf{0}\}$ and $j_{0} \notin \mathfrak{u}$. Since the generating matrices $C_{1}, \ldots, C_{s}$ are non-singular, for any combination of the $s-1$ components $k_{j} \in\left\{0, \ldots, b^{m}-1\right\}$ with $j \neq j_{0}$, there is exactly one value of $k_{j_{0}} \in\left\{0, \ldots, b^{m}-1\right\}$ which ensures that $\boldsymbol{k} \in \mathcal{D}^{*}$. Hence we have

$$
\begin{aligned}
\sum_{k \in \mathcal{D}^{*}} \prod_{j \in \mathfrak{u}} r\left(\alpha, \gamma_{j}, k_{j}\right) & =b^{m(s-|\mathfrak{u}|-1)} \prod_{j \in \mathfrak{u}}\left(\sum_{k=0}^{b^{m}-1} r\left(\alpha, \gamma_{j}, k\right)\right)-1 \\
& \leq b^{m(s-|\mathfrak{u}|-1)} \prod_{j \in \mathfrak{u}}\left(1+\mu(\alpha) \gamma_{j}\right)-1,
\end{aligned}
$$

from which we can show that the second term in (17) is bounded by

$$
\frac{1}{b^{\alpha m}} \prod_{j=1}^{s}\left(1+2 \mu(\alpha) \gamma_{j}\right)-\Sigma_{1}^{*}
$$

It remains to obtain a bound on the first term in (17). Here we only outline the most important steps; the details follow closely the proofs of [3, Lemma 7] and [8, Lemma 7], see also [6, Lemma 3].

We have

The $\mathfrak{u}=\{1, \ldots, s\}$ term in (18) is

$$
\begin{aligned}
& \sum_{\substack{k_{1}, \ldots, k_{s}=1 \\
b^{m}-1}} \prod_{j=1}^{s} r\left(\alpha, \gamma_{j}, k_{j}\right) \\
& C_{1}^{\top} \operatorname{tr}_{m}\left(k_{1}\right)+\cdots+C_{s}^{\top} \operatorname{tr}_{m}\left(k_{s}\right)=\mathbf{0} \\
&=\sum_{v_{1}, \ldots, v_{s}=0}^{m-1} \frac{\prod_{j=1}^{s} \gamma_{j}}{b^{\alpha\left(v_{1}+\cdots+v_{s}\right)}} \sum_{l_{1}, \ldots, l_{s}=1}^{b-1} \underbrace{\cdots}_{C_{1}^{\top} \sum_{k_{1}=l_{1} b^{v_{1}}}^{\left(l_{1}+1\right) b^{v_{1}-1}} \ldots \sum_{k_{s}=l_{s} b^{v_{s}}}^{\left(l_{s}+1\right) b^{v_{s}}-1}} 1 .
\end{aligned}
$$

Using the fact that $P$ is a digital $(t, m, s)$-net, it can be shown that

$$
\begin{aligned}
& \sum_{C_{1}^{\top} \operatorname{tr}_{m}\left(k_{1}\right)+\cdots+C_{s}^{\top} \operatorname{tr}_{m}\left(k_{s}\right)=\mathbf{0}}^{k_{k_{1}=l_{1} b^{v_{1}}}^{\left(l_{1}+1\right) b^{v_{1}}-1} \ldots \sum_{k_{s}=l_{s} b^{v_{s}}}^{\left(l_{s}+1\right) b^{v_{s}}-1}} 1 \leq \sum_{\substack{s}}^{m-1} \sum_{\substack{v_{1}, \ldots, v_{s}=0 \\
m-t-s+1 \leq v_{1}+\cdots+v_{s} \leq m-t}}^{s} \frac{\prod_{j=1}^{s} \gamma_{j}}{b^{\alpha\left(v_{1}+\cdots+v_{s}\right)}} \\
&+(b-1)^{s} \sum_{\substack{s, \ldots, v_{s}=0 \\
v_{1}+\cdots+v_{s}>m-t}}^{m-1} \frac{\prod_{j=1}^{s} \gamma_{j}}{b^{\alpha\left(v_{1}+\cdots+v_{s}\right)}} b^{v_{1}+\cdots+v_{s}-m+t}
\end{aligned}
$$

The $\emptyset \neq \mathfrak{u} \subsetneq\{1, \ldots, s\}$ terms in (18) can be estimated in a similar way by making use of the fact that the projection of $P$ onto the coordinates in $\mathfrak{u}$ is a digital $\left(t_{\mathfrak{u}}, m,|\mathfrak{u}|\right)$-net. Combining all the terms together, we finally obtain

$$
\begin{aligned}
\sum_{\boldsymbol{k} \in \mathcal{D}^{*}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k}) & \leq \sum_{\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, s\}}\left(\frac{b-1}{b^{\alpha-1}-1}\right)^{|\mathfrak{u}|} \frac{2\left(m-t_{\mathfrak{u}}+2\right)^{|\mathfrak{u}|-1}}{b^{\alpha\left(m-t_{u}+1-2|\mathfrak{u}|\right)}} \prod_{j \in \mathfrak{u}} \gamma_{j} \\
& \leq \frac{1}{b^{\alpha(m+1)}} \sum_{\emptyset \neq \mathfrak{u} \subseteq\{1, \ldots, s\}} b^{\alpha t_{\mathfrak{u}}} \prod_{j \in \mathfrak{u}}\left(b^{\alpha+1}(m+2) \mu(\alpha) \gamma_{j}\right),
\end{aligned}
$$

from which the result can be derived.
We now give two examples of digital nets for which explicit bounds on the values of $t_{\mathfrak{u}}$ are known. Let $P_{\text {Sob }}$ and $P_{\text {Nie }}$ denote the digital net generated by the modified (as discussed below) left upper $m \times m$ sub-matrices of the generating matrices of Sobol' sequences and Niederreiter sequences (which are examples of digital $(t, s)$-sequences, see, e.g., [18]), respectively. We need to modify the generating matrices to make them regular; this can be achieved by changing the least significant rows of the matrices without influencing the digital net property nor the quality parameter of the net and its projections.
Lemma 5. Let $P \in\left\{P_{\mathrm{Sob}}, P_{\mathrm{Nie}}\right\}$ be a digital $(t, m, s)$-net over $\mathbb{Z}_{b}$ obtained from either a Sobol' sequence $(b=2)$ or a Niederreiter sequence. We have

$$
\begin{aligned}
& {\left[e_{N, s}^{\mathrm{wor}-\mathrm{int}}\left(P_{\mathrm{Sob}}\right)\right]^{2}} \\
& \leq \frac{1}{2^{\alpha m}} \prod_{j=1}^{s}\left(2^{\alpha c+1}\left(j \log _{2}(j+1) \log _{2} \log _{2}(j+3)\right)^{\alpha}(m+2) \mu(\alpha) \gamma_{j}\right),
\end{aligned}
$$

where $c$ is some constant independent of all parameters, and

$$
\left[e_{N, s}^{\mathrm{wor}-\mathrm{int}}\left(P_{\mathrm{Nie}}\right)\right]^{2} \leq \frac{1}{b^{\alpha m}} \prod_{j=1}^{s}\left(b^{2 \alpha+1}\left(j \log _{b}(j+b)\right)^{\alpha}(m+2) \mu(\alpha) \gamma_{j}\right)
$$

If

$$
\begin{cases}\sum_{j=1}^{\infty}(j \ln j \ln \ln j)^{\alpha} \gamma_{j}<\infty & \text { when } P=P_{\mathrm{Sob}}  \tag{19}\\ \sum_{j=1}^{\infty}(j \ln j)^{\alpha} \gamma_{j}<\infty & \text { when } P=P_{\mathrm{Nie}}\end{cases}
$$

then

$$
\left[e_{N, s}^{\text {wor-int }}(P)\right]^{2} \leq C_{\delta} N^{-\alpha+\delta}, \quad C_{\delta} \in\left\{C_{\mathrm{Sob}, \delta}, C_{\mathrm{Nie}, \delta}\right\}, \quad \delta>0,
$$

where $C_{\mathrm{Sob}, \delta}$ and $C_{\mathrm{Nie}, \delta}$ are independent of $m$ and $s$ but depend on $\delta, b, \alpha$, and $\gamma$.

Proof. The construction of Sobol $^{\prime}$ sequences makes use of primitive polynomials in base $b=2$, one polynomial $p_{j}$ for each dimension $j$, with nondecreasing degrees as the dimension increases. It is known (see e.g. [26]) that $t_{\mathfrak{u}}=\sum_{j \in \mathfrak{u}}\left(\operatorname{deg}\left(p_{j}\right)-1\right)$ and $\operatorname{deg}\left(p_{j}\right) \leq \log _{2} j+\log _{2} \log _{2}(j+1)+$ $\log _{2} \log _{2} \log _{2}(j+3)+c$, where $c$ is a constant independent of $j$. (Note that the above formula for $t_{\mathfrak{u}}$ is associated with the whole sequence; for a net of $b^{m}$ points $t_{\mathfrak{u}}$ is bounded by the minimum of $m$ and the given formula.) Thus we have

$$
b^{t_{u}}=2^{t_{u}} \leq \prod_{j \in \mathfrak{u}}\left(2^{c-1} j \log _{2}(j+1) \log _{2} \log _{2}(j+3)\right)
$$

On the other hand, the construction of Niederreiter sequences makes use of monic irreducible polynomials, and it is known (see [26, Lemma 2]) that $\operatorname{deg}\left(p_{j}\right) \leq \log _{b} j+\log _{b} \log _{b}(j+b)+2$. Thus in this case

$$
b^{t_{\mathfrak{u}}} \leq \prod_{j \in \mathfrak{u}}\left(b j \log _{b}(j+b)\right) .
$$

Substituting these bounds on $b^{t_{u}}$ into Lemma 4 proves the first part of this lemma.

To prove the second part of this lemma, we follow closely the proof of [9, Lemma 3]. Consider first the Niederreiter sequence and suppose that $\sum_{j=1}^{\infty}(j \ln j)^{\alpha} \gamma_{j}<\infty$. For $k \geq 0$, define $\sigma_{k}:=b^{2 \alpha+1} \mu(\alpha) \sum_{j=k+1}^{\infty}\left(j \log _{b}(j+\right.$ $b))^{\alpha} \gamma_{j}$. Then we have

$$
\prod_{j=1}^{s}\left(b^{2 \alpha+1}\left(j \log _{b}(j+b)\right)^{\alpha}(m+2) \mu(\alpha) \gamma_{j}\right) \leq\left(1+\sigma_{k}^{-1}\right)^{k} b^{(m+2) \sigma_{k}\left(\sigma_{0}+1\right)}
$$

Let $\delta>0$ and choose $k_{\delta}$ such that $\sigma_{k_{\delta}}\left(\sigma_{0}+1\right) \leq \delta$. The desired result is obtained with $C_{\mathrm{Nie}, \delta}:=b^{2 \delta}\left(1+\sigma_{k_{\delta}}^{-1}\right)^{k_{\delta}}$. The result for the Sobol' sequence can be obtained in the same way.

## 5 Approximation Using Digital Nets

Now we formalize the approximation algorithm (2). For $M>0$ and $P=$ $\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{N-1}\right\}$ a digital net with $N=b^{m}$ points, we define

$$
A_{N, s, M}(f):=\sum_{\boldsymbol{h} \in \mathcal{A}_{s}(M)}\left(\frac{1}{N} \sum_{n=0}^{N-1} f\left(\boldsymbol{x}_{n}\right) \overline{\operatorname{wal}_{\boldsymbol{h}}\left(\boldsymbol{x}_{n}\right)}\right) \operatorname{wal}_{\boldsymbol{h}}(\boldsymbol{x})
$$

Recall that the worst case error for the algorithm $A_{N, s, M}$ using the point set $P$ is defined by

$$
\mathrm{e}_{N, s, M}^{\mathrm{wor}-\operatorname{app}}(P)=\mathrm{e}_{N, s, M}^{\mathrm{wor}-\operatorname{app}}\left(A_{N, s, M}\right):=\sup _{\|f\|_{H_{s}} \leq 1}\left\|f-A_{N, s, M}(f)\right\|_{L_{2}\left([0,1]^{s}\right)}
$$

We have

$$
\begin{aligned}
& \left\|f-A_{N, s, M}(f)\right\|_{L_{2}\left([0,1]^{s}\right)}^{2} \\
& =\sum_{\boldsymbol{h} \notin \mathcal{A}_{s}(M)}|\hat{f}(\boldsymbol{h})|^{2}+\sum_{\boldsymbol{h} \in \mathcal{A}_{s}(M)}\left|\int_{[0,1]^{s}} f(\boldsymbol{x}) \overline{\operatorname{wal}_{\boldsymbol{h}}(\boldsymbol{x})} \mathrm{d} \boldsymbol{x}-\frac{1}{N} \sum_{n=0}^{N-1} f\left(\boldsymbol{x}_{n}\right) \overline{\operatorname{wal}_{\boldsymbol{h}}\left(\boldsymbol{x}_{n}\right)}\right|^{2} \\
& \leq \frac{1}{M}\|f\|_{H_{s}}^{2}+\sum_{\boldsymbol{h} \in \mathcal{A}_{s}(M)}\left|\left\langle f, \tau_{\boldsymbol{h}}\right\rangle_{H_{s}}\right|^{2},
\end{aligned}
$$

where

$$
\tau_{\boldsymbol{h}}(\boldsymbol{t}):=\int_{[0,1]^{s}} K(\boldsymbol{t}, \boldsymbol{x}) \mathrm{wal}_{\boldsymbol{h}}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}-\frac{1}{N} \sum_{n=0}^{N-1} K\left(\boldsymbol{t}, \boldsymbol{x}_{n}\right) \mathrm{wal}_{\boldsymbol{h}}\left(\boldsymbol{x}_{n}\right) .
$$

Hence

$$
\mathrm{e}_{N, s, M}^{\text {wor-app }}(P)=\left(\frac{\beta}{M}+\sup _{\|f\|_{H_{s}} \leq 1} \sum_{\boldsymbol{h} \in \mathcal{A}_{s}(M)}\left|\left\langle f, \tau_{\boldsymbol{h}}\right\rangle_{H_{s}}\right|^{2}\right)^{1 / 2}
$$

for some $\beta \in[0,1]$. Moreover, it can be shown that the second term involving the supremum is essentially the spectral radius $\rho$ of the matrix $T_{P}$ whose entries are given by $\left\langle\tau_{\boldsymbol{h}}, \tau_{\boldsymbol{p}}\right\rangle_{H_{s}}$.

Using (14), it can be shown that

$$
\begin{aligned}
& \tau_{\boldsymbol{h}}(\boldsymbol{t})=-\sum_{\boldsymbol{k} \in \mathcal{D}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{h} \ominus \boldsymbol{k}) \operatorname{wal}_{\boldsymbol{h} \ominus \boldsymbol{k}}(\boldsymbol{t}) \\
&=-\sum_{\substack{\boldsymbol{q} \in \mathbb{N}_{s}^{s} \backslash\{\boldsymbol{h}\} \\
C_{1}^{\top} \\
\operatorname{tr}_{m}\left(h_{1} \ominus q_{1}\right)+\cdots+C_{s}^{\top} \operatorname{tr}_{m}\left(h_{s} \ominus q_{s}\right)=\mathbf{0}}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{q}) \operatorname{wal}_{\boldsymbol{q}}(\boldsymbol{t}) .
\end{aligned}
$$

Consequently,

We state the result in the following lemma.
Lemma 6. (cf. [11, Lemma 2]) The worst case error for the approximation algorithm $A_{N, s, M}$ using a digital net $P$ satisfies

$$
e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}(P)=\left(\frac{\beta}{M}+\rho\left(T_{P}\right)\right)^{1 / 2} \quad \text { for some } \quad \beta \in[0,1]
$$

where $T_{P}$ is a nonnegative-definite symmetric $\left|\mathcal{A}_{s}(M)\right| \times\left|\mathcal{A}_{s}(M)\right|$ matrix with entries given by $\left\langle\tau_{\boldsymbol{h}}, \tau_{\boldsymbol{p}}\right\rangle_{H_{s}}$ in (20) for $\boldsymbol{h}, \boldsymbol{p} \in \mathcal{A}_{s}(M)$.

Unfortunately we do not have a computable expression for the spectral radius $\rho\left(T_{P}\right)$. Therefore we consider its upper bound, the trace of $T_{P}$,

$$
\begin{equation*}
\rho\left(T_{P}\right) \leq \operatorname{trace}\left(T_{P}\right)=\sum_{\boldsymbol{h} \in \mathcal{A}_{s}(M)} \sum_{\boldsymbol{k} \in \mathcal{D}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{h} \oplus \boldsymbol{k}) . \tag{21}
\end{equation*}
$$

### 5.1 Nets Constructed for Integration

A natural question to ask is: how good are the nets constructed for integration when they are used for approximation? To relate the worst case error for approximation $e_{N, s}^{\text {wor-app }}(P)$ to the worst case error for integration $e_{N, s}^{\text {wor-int }}(P)$, we apply Lemma 2 to (21) and obtain

$$
\rho\left(T_{P}\right) \leq \sum_{\boldsymbol{h} \in \mathcal{A}_{s}(M)} \frac{1}{r(\alpha, \boldsymbol{\gamma}, \boldsymbol{h})} \sum_{\boldsymbol{k} \in \mathcal{D}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k}) \leq M\left|\mathcal{A}_{s}(M)\right|\left[e_{N, s}^{\mathrm{wor}-\mathrm{int}}(P)\right]^{2} .
$$

Hence it follows from Lemma 6 that

$$
\begin{equation*}
e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}(P) \leq\left(\frac{1}{M}+M\left|\mathcal{A}_{s}(M)\right|\left[e_{N, s}^{\mathrm{wor}-\mathrm{int}}(P)\right]^{2}\right)^{1 / 2} \tag{22}
\end{equation*}
$$

Applying Lemmas 1 and 3 to (22), we obtain the following result for polynomial lattices constructed for the integration problem.

Lemma 7. (cf. [11, Lemma 3]) Let $P_{\mathrm{PL}}$ be a polynomial lattice constructed component-by-component for integration. Then the worst case error for the approximation algorithm $A_{N, s, M}$ using $P_{\text {PL }}$ satisfies

$$
e_{N, s, M}^{\text {wor-app }}\left(P_{\mathrm{PL}}\right) \leq\left(\frac{1}{M}+\frac{C_{s, q, \lambda} M^{q+1}}{(N-1)^{1 / \lambda}}\right)^{1 / 2}
$$

for all $q>1 / \alpha$ and $\lambda \in(1 / \alpha, 1]$, where

$$
C_{s, q, \lambda}:=\prod_{j=1}^{s}\left(1+\mu(\alpha \lambda) \gamma_{j}^{\lambda}\right)^{1 / \lambda}\left(1+\mu(\alpha q) \gamma_{j}^{q}\right)
$$

Given $\varepsilon \in(0,1)$, we want to find small $M$ and $N=b^{m}$ for which the error bound in Lemma 7 is at most $\varepsilon$. To ensure that the two terms in the error bound are of the same order, we first choose $M=2 \varepsilon^{-2}$, and then choose $N$ such that the second term is no more than the first term. Hence it is sufficient that we take $N=b^{m}$ with

$$
\begin{equation*}
m=\left\lceil\log _{b}\left(\left(C_{s, q, \lambda} M^{q+2}\right)^{\lambda}+1\right)\right\rceil \tag{23}
\end{equation*}
$$

Using the property $\prod_{j=1}^{s}\left(1+x_{j}\right)=\exp \left(\sum_{j=1}^{s} \log \left(1+x_{j}\right)\right) \leq \exp \left(\sum_{j=1}^{s} x_{j}\right)$ for nonnegative $x_{j}$, we can write

$$
\begin{align*}
C_{s, q, \lambda} & \leq \exp \left(\frac{\mu(\alpha \lambda)}{\lambda} \sum_{j=1}^{s} \gamma_{j}^{\lambda}+\mu(\alpha q) \sum_{j=1}^{s} \gamma_{j}^{q}\right)  \tag{24}\\
& =(s+1)^{\mu(\alpha \lambda) \lambda^{-1} \sum_{j=1}^{s} \gamma_{j}^{\lambda} / \ln (s+1)+\mu(\alpha q) \sum_{j=1}^{s} \gamma_{j}^{q} / \ln (s+1)} \tag{25}
\end{align*}
$$

Let $p^{*}=2 \max \left(1 / \alpha, s_{\gamma}\right)$. When (10) holds but $s_{\boldsymbol{\gamma}}=1$, we have $p^{*}=2$ and we take $q=\lambda=p^{*} / 2=1$. Then we see from (24) that $\sup _{s \geq 1} C_{s, q, \lambda}<\infty$. When (10) holds and $s_{\gamma}<1$, we have $p^{*}<2$ and we choose $q=\lambda=p^{*} / 2+\delta$ for some $\delta>0$. Then $\mu(\alpha \lambda)<\infty$ and $\sum_{j=1}^{\infty} \gamma_{j}^{\lambda}<\infty$, and once again we see from (24) that $\sup _{s \geq 1} C_{s, q, \lambda}<\infty$. In both cases, we see from (23) that $N=\mathcal{O}\left(\varepsilon^{-p}\right)$, with $p$ equal to or arbitrarily close to $2 p^{*}+p^{* 2} / 2$ as $\delta$ goes to 0 .

When (11) holds but not (10), we have $s_{\gamma}=1$. We take $q=\lambda=1$ and it follows from (23) and (25) that $N=\mathcal{O}\left(\varepsilon^{-6}\right)$ and $C_{s, q, \lambda}=\mathcal{O}\left(s^{a}\right)$, with $a$ arbitrarily close to $2 \mu(\alpha) \ell$.

We summarize the analysis in the following theorem.
Theorem 2. (cf. [11, Theorem 1]) Let $P_{\mathrm{PL}}$ be a polynomial lattice constructed component-by-component for integration. For $\varepsilon \in(0,1)$ set $M=2 \varepsilon^{-2}$. If (10) holds, then the approximation algorithm $A_{N, s, M}$ using $P_{\mathrm{PL}}$ achieves the worst case error bound $e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}\left(P_{\mathrm{PL}}\right) \leq \varepsilon$ using $N=\mathcal{O}\left(\varepsilon^{-p}\right)$ function values, with $p$ equal to or arbitrarily close to

$$
2 p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)+\frac{\left[p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)\right]^{2}}{2} .
$$

If (10) does not hold but (11) holds, then the error bound $e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}\left(P_{\mathrm{PL}}\right) \leq \varepsilon$ is achieved using $N=\mathcal{O}\left(s^{a} \varepsilon^{-6}\right)$ function values, with a arbitrarily close to $2 \mu(\alpha) \ell$. The implied factors in the big $\mathcal{O}$-notations are independent of $\varepsilon$ and $s$.

Now we use Lemmas 1 and 5 in (22) to derive results for digital nets obtained from Sobol' sequence or Niederreiter sequence.

Lemma 8. Let $P \in\left\{P_{\text {Sob }}, P_{\mathrm{Nie}}\right\}$ be a digital net obtained from either a Sobol' or a Niederreiter sequence. If (19) holds, then the worst case error for the approximation algorithm $A_{N, s, M}$ using $P$ satisfies

$$
e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}(P) \leq\left(\frac{1}{M}+\frac{\bar{C}_{s, q, \delta} M^{q+1}}{N^{\alpha-\delta}}\right)^{1 / 2}, \quad \bar{C}_{s, q, \delta}:=C_{\delta} \prod_{j=1}^{s}\left(1+\mu(\alpha q) \gamma_{j}^{q}\right)
$$

for all $q>1 / \alpha$ and $\delta>0$, with $C_{\delta} \in\left\{C_{\mathrm{Sob}, \delta}, C_{\mathrm{Nie}, \delta}\right\}$ given in Lemma 5.
Note that both conditions on the weights in (19) imply (10) as well as $s_{\gamma} \leq 1 / \alpha$. For $\varepsilon \in(0,1)$ we take $q=1 / \alpha+\delta, M=2 \varepsilon^{-2}$ and $N=b^{m}$ with

$$
m=\left\lceil\log _{b}\left(\left(\bar{C}_{s, q, \delta} M^{q+2}\right)^{1 /(\alpha-\delta)}\right)\right\rceil
$$

Then we have $\sup _{s \geq 1} \bar{C}_{s, q, \delta}<\infty$ and $N=\mathcal{O}\left(\varepsilon^{-p}\right)$, with $p$ arbitrarily close to $4 / \alpha+2 / \alpha^{2}$ as $\delta$ goes to 0 . This is summarized in the theorem below.

Theorem 3. Let $P \in\left\{P_{\mathrm{Sob}}, P_{\mathrm{Nie}}\right\}$ be a digital net obtained from either a Sobol' or a Niederreiter sequence. For $\varepsilon \in(0,1)$ set $M=2 \varepsilon^{-2}$. If (19) holds, then the approximation algorithm $A_{N, s, M}$ using $P$ achieves the worst case error bound $e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}(P) \leq \varepsilon$ using $N=\mathcal{O}\left(\varepsilon^{-p}\right)$ function values, with $p$ arbitrarily close to

$$
2 p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)+\frac{\left[p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)\right]^{2}}{2}
$$

The implied factor in the big $\mathcal{O}$-notation is independent of $\varepsilon$ and $s$.

### 5.2 Polynomial Lattices Constructed for Approximation

In this section we study polynomial lattices with the generating polynomials specially constructed for the approximation problem. It is perhaps not surprising that such polynomial lattices yield smaller error bounds than those studied in the previous subsection.

Since $\operatorname{Mr}(\alpha, \boldsymbol{\gamma}, \boldsymbol{h}) \geq 1$ for all $\boldsymbol{h} \in \mathcal{A}_{s}(M)$, we have from (21) that $\rho\left(T_{P}\right) \leq$ $M S_{N, s}(P)$, where

$$
\begin{equation*}
S_{N, s}(P):=\sum_{\boldsymbol{h} \in \mathbb{N}_{0}^{s}} \sum_{\boldsymbol{k} \in \mathcal{D}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{h}) r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k} \oplus \boldsymbol{h}) . \tag{26}
\end{equation*}
$$

Thus it follows from Lemma 6 that

$$
\begin{equation*}
e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}(P) \leq\left(\frac{1}{M}+M S_{N, s}(P)\right)^{1 / 2} \tag{27}
\end{equation*}
$$

An analogous expression to $S_{N, s}(P)$ for lattice rule algorithms in weighted Korobov spaces was considered in [4] for some integral equation problem. (It
is advocated that the expression $S_{n, d}(\boldsymbol{z})$ in [4] should be considered instead of the quantity $E_{n, d}(\boldsymbol{z})$ in [11] for the approximation problem.) Observe that the quantity $S_{N, s}(P)$ depends only on the digital net $P=\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{N-1}\right\}$ and does not depend on the value of $M$ nor the set $\mathcal{A}_{s}(M)$. Following [7, Proof of Theorem 2]), we can rewrite $S_{N, s}(P)$ in an easily computable form

$$
\begin{aligned}
S_{N, s}(P)= & -\prod_{j=1}^{s}\left(1+\mu(2 \alpha) \gamma_{j}^{2}\right)+\frac{1}{N} \prod_{j=1}^{s}\left(1+\mu(\alpha) \gamma_{j}\right)^{2} \\
& +\frac{1}{N} \sum_{n=1}^{N-1} \prod_{j=1}^{s}\left(1+\omega\left(x_{n, j}\right) \gamma_{j}\right)^{2}
\end{aligned}
$$

where $\omega(0)=\mu(\alpha)$, and $\omega(x)=\mu(\alpha)-b^{(a-1)(1-\alpha)}(\mu(\alpha)+1)$ if $x \neq 0$ and $\chi_{a} \neq 0$ is the first nonzero digit in the $b$-adic representation $x=\sum_{i=0}^{\infty} \chi_{i} b^{-i}$.

Let $p$ be an irreducible polynomial of degree $m$. We wish to construct a vector of polynomials $\boldsymbol{q}=\left(q_{1}, \ldots, q_{s}\right)$ for a polynomial lattice $P_{\mathrm{PL}}$, one polynomial at a time, such that the quantity $S_{N, s}\left(q_{1}, \ldots, q_{s}\right)=S_{N, s}(P)$ is as small as possible.

Algorithm 1 Let $m \geq 1$ and $N=b^{m}$. Let $p$ be an irreducible polynomial in $\mathbb{Z}_{b}[x]$ with $\operatorname{deg}(p)=m$.

1. Set $q_{1}=1$.
2. For $d=2,3, \ldots, s$ find $q_{d}$ in $R_{b, m}$ to minimize $S_{N, s}\left(q_{1}, \ldots, q_{d-1}, q_{d}\right)$.

Lemma 9. (cf. [11, Lemma 6]) Let $P_{\mathrm{PL}}^{*}$ denote the polynomial lattice constructed by Algorithm 1. Then the worst case error for the approximation algorithm $A_{N, s, M}$ using $P_{\mathrm{PL}}^{*}$ satisfies

$$
e_{N, s, M}^{\text {wor-app }}\left(P_{\mathrm{PL}}^{*}\right) \leq\left(\frac{1}{M}+\frac{\widetilde{C}_{s, \lambda, \delta} M}{N^{1 / \lambda}}\right)^{1 / 2}
$$

for all $\lambda \in(1 / \alpha, 1]$ and $\delta>0$, where

$$
\widetilde{C}_{s, \lambda, \delta}:=\frac{1}{\delta} \prod_{j=1}^{s}\left(1+\left(1+\delta^{\lambda}\right) \mu(\alpha \lambda) \gamma_{j}^{\lambda}\right)^{2 / \lambda}
$$

Proof. We prove by induction that the polynomials $q_{1}^{*}, \ldots, q_{s}^{*}$ for a polynomial lattice $P_{\mathrm{PL}}^{*}$ constructed by Algorithm 1 satisfy, for each $d=1, \ldots, s$,

$$
\begin{equation*}
S_{N, d}\left(q_{1}^{*}, \ldots, q_{d}^{*}\right) \leq \widetilde{C}_{d, \lambda, \delta} N^{-1 / \lambda} \tag{28}
\end{equation*}
$$

for all $\lambda \in(1 / \alpha, 1]$ and $\delta>0$. Our proof follows the argument used in the proofs of [4, Lemma 4] and [11, Lemma 6]. We present here only a skeleton proof; the technical details can be verified in analogy to $[4,11]$.

The $d=1$ case can easily be verified. Suppose now that $\boldsymbol{q}^{*}=\left(q_{1}^{*}, \ldots, q_{d}^{*}\right) \in$ $R_{b, m}^{d}$ is chosen according to Algorithm 1 and that $S_{N, d}\left(\boldsymbol{q}^{*}\right)$ satisfies (28) for all $\lambda \in(1 / \alpha, 1]$ and $\delta>0$. By separating the $k_{d+1}=0$ and $k_{d+1} \neq 0$ terms in (26) (with the dual net $\mathcal{D}$ replaced by $\mathcal{D}_{\text {PL }}$ in (16)), we can write

$$
S_{N, d+1}\left(\boldsymbol{q}^{*}, q_{d+1}\right)=\phi\left(\boldsymbol{q}^{*}\right)+\theta\left(\boldsymbol{q}^{*}, q_{d+1}\right)
$$

where

$$
\begin{aligned}
\phi\left(\boldsymbol{q}^{*}\right) & =\sum_{h_{d+1} \in \mathbb{N}_{0}} r^{2}\left(\alpha, \gamma_{d+1}, h_{d+1}\right) \sum_{\boldsymbol{h} \in \mathbb{N}_{0}^{d}} \sum_{\substack{\boldsymbol{k} \in \mathbb{N}_{d}^{d} \backslash\{\mathbf{0}\} \\
\operatorname{tr}_{m}(\boldsymbol{k}) \cdot \boldsymbol{q}^{*} \equiv 0}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{h}) r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k} \oplus \boldsymbol{h}) \\
& =\left(1+\mu(2 \alpha) \gamma_{d+1}^{2}\right) S_{N, d}\left(\boldsymbol{q}^{*}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \theta\left(\boldsymbol{q}^{*}, q_{d+1}\right)=\sum_{\left(\boldsymbol{h}, h_{d+1}\right) \in \mathbb{N}_{0}^{d+1}} \sum_{\substack{k_{d+1}=1 \\
\operatorname{tr}_{m}(\boldsymbol{k}) \cdot \boldsymbol{q}^{*} \equiv-\operatorname{tr}_{m}\left(k_{d+1}\right) \cdot q_{d+1}(\bmod p)}}^{\infty} \sum_{\substack{\boldsymbol{k} \\
\hline}} r(\alpha, \boldsymbol{\gamma}, \boldsymbol{h}) r\left(\alpha, \gamma_{d+1}, h_{d+1}\right) \\
& \times r\left(\alpha, \gamma_{d+1}, k_{d+1} \oplus h_{d+1}\right) r(\alpha, \boldsymbol{\gamma}, \boldsymbol{k} \oplus \boldsymbol{h}) .
\end{aligned}
$$

We choose $q_{d+1}^{*}$ to minimize $S_{N, d+1}\left(\boldsymbol{q}^{*}, q_{d+1}\right)$. Then for any $\lambda \in(1 / \alpha, 1]$ we have

$$
\theta\left(\boldsymbol{q}^{*}, q_{d+1}^{*}\right) \leq\left(\frac{1}{N-1} \sum_{q_{d+1} \in R_{b, m}}\left(\theta\left(\boldsymbol{q}^{*}, q_{d+1}\right)\right)^{\lambda}\right)^{1 / \lambda}
$$

After some very long and tedious calculations to estimate this average on the right hand side, with the aid of Jensen's inequality and the property $\left[r\left(\alpha, \gamma, h_{j}\right)\right]^{\lambda}=r\left(\alpha \lambda, \gamma^{\lambda}, h_{j}\right)$, we finally obtain
$\theta\left(\boldsymbol{q}^{*}, q_{d+1}^{*}\right) \leq\left(2 \mu(\alpha \lambda) \gamma_{d+1}^{\lambda}+4(\mu(\alpha \lambda))^{2} \gamma_{d+1}^{2 \lambda}\right)^{1 / \lambda} N^{-1 / \lambda} \prod_{j=1}^{d}\left(1+\mu(\alpha \lambda) \gamma_{j}^{\lambda}\right)^{2 / \lambda}$.
Hence it follows from the induction hypothesis that

$$
\begin{aligned}
S_{N, d+1}\left(\boldsymbol{q}^{*}, q_{d+1}^{*}\right) \leq & \left(\left(1+\mu(2 \alpha) \gamma_{d+1}^{2}\right)+\delta\left(2 \mu(\alpha \lambda) \gamma_{d+1}^{\lambda}+4(\mu(\alpha \lambda))^{2} \gamma_{d+1}^{2 \lambda}\right)^{1 / \lambda}\right) \\
& \times \delta^{-1} N^{-1 / \lambda} \prod_{j=1}^{d}\left(1+\left(1+\delta^{\lambda}\right) \mu(\alpha \lambda) \gamma_{j}^{\lambda}\right)^{2 / \lambda}
\end{aligned}
$$

With some elementary inequalities we can show that the multiplying factor in the expression above is bounded by $\left(1+\left(1+\delta^{\lambda}\right) \mu(\alpha \lambda) \gamma_{d+1}^{\lambda}\right)^{2 / \lambda}$. This completes the proof.

For $\varepsilon \in(0,1)$, we choose $M=2 \varepsilon^{-2}$ and $N=b^{m}$ with

$$
m=\left\lceil\log _{b}\left(\widetilde{C}_{s, \lambda, \delta} M^{2}\right)^{\lambda}\right\rceil
$$

We have

$$
\begin{aligned}
\widetilde{C}_{s, \lambda, \delta} & \leq \frac{1}{\delta} \exp \left(\frac{2\left(1+\delta^{\lambda}\right) \mu(\alpha \lambda)}{\lambda} \sum_{j=1}^{s} \gamma_{j}^{\lambda}\right) \\
& =\delta^{-1}(s+1)^{2\left(1+\delta^{\lambda}\right) \mu(\alpha \lambda) \lambda^{-1} \sum_{j=1}^{s} \gamma_{j}^{\lambda} / \ln (s+1)} .
\end{aligned}
$$

Let $p^{*}=2 \max \left(1 / \alpha, s_{\gamma}\right)$. When (10) holds we take $\lambda=p^{*} / 2=1$ if $s_{\gamma}=1$, and $\lambda=p^{*} / 2+\delta$ if $s_{\gamma}<1$. In both cases we have $\sup _{s \geq 1} \widetilde{C}_{s, \lambda, \delta}<\infty$ and $N=\mathcal{O}\left(\varepsilon^{-p}\right)$, with $p$ equal to or arbitrarily close to $2 p^{*}$ as $\delta$ goes to 0 . When (11) holds but not (10), we have $s_{\gamma}=1$ and we take $\lambda=1$. Then $N=\mathcal{O}\left(\varepsilon^{-4}\right)$ and $\widetilde{C}_{s, \lambda, \delta}=\mathcal{O}\left(s^{a}\right)$, with $a$ arbitrarily close to $2 \mu(\alpha) \ell$ as $\delta$ goes to 0 . We summarize the analysis in the following theorem.

Theorem 4. (cf. [11, Theorem 3]) Let $P_{\mathrm{PL}}^{*}$ be a polynomial lattice constructed component-by-component by Algorithm 1. For $\varepsilon \in(0,1)$ set $M=2 \varepsilon^{-2}$. If (10) holds, then the approximation algorithm $A_{N, s, M}$ using $P_{\mathrm{PL}}^{*}$ achieves the worst case error bound $e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}\left(P_{\mathrm{PL}}^{*}\right) \leq \varepsilon$ using $N=\mathcal{O}\left(\varepsilon^{-p}\right)$ function values, with $p$ equal to or arbitrarily close to

$$
2 p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)
$$

If (10) does not hold but (11) holds, then the error bound $e_{N, s, M}^{\mathrm{wor}-\mathrm{app}}\left(P_{\mathrm{PL}}^{*}\right) \leq \varepsilon$ is achieved using $N=\mathcal{O}\left(s^{a} \varepsilon^{-4}\right)$ function values, with a arbitrarily close to $2 \mu(\alpha) \ell$. The implied factors in the big $\mathcal{O}$-notations are independent of $\varepsilon$ and $s$.

Observe that when (10) holds we have $p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right) \leq 2$. Therefore $2 p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right) \leq p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)+2$, and we have improved the result in Theorem 1 using a fully constructive argument.
Remark. (cf. Theorem 1) The exponent of strong tractability in the class $\Lambda^{\text {std }}$ satisfies

$$
p^{\text {wor-app }}\left(\Lambda^{\text {std }}\right) \in\left[p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right), 2 p^{\text {wor-app }}\left(\Lambda^{\text {all }}\right)\right]
$$
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